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1 Introduction 
This report describes the design and methods of the 2009 New Zealand Crime and Safety 
Survey (NZCASS). The 2009 survey is the fourth national victimisation survey undertaken in 
New Zealand. The first two surveys (called the New Zealand National Survey of Crime Victims) 
were undertaken in 1996 and 2001. In 2006, the survey was renamed the New Zealand Crime 
and Safety Survey.  

The fieldwork for 2009 NZCASS was conducted for the Ministry of Justice by the National 
Research Bureau (NRB). The statistical weighting and imputation was provided by James Reilly 
of Statistical Insights, and the legal offence coding was performed by staff and students from 
the Faculty of Law of Victoria University of Wellington. The data analysis was undertaken by 
Ministry of Justice staff.  

The 2009 NZCASS was based on a nationally representative random sample of 6,106 people 
aged 15 and over living in private households throughout New Zealand (excluding most 
offshore islands). This includes a 'booster' sample of 1,297 Mäori. Oversampling Mäori 
improves the reliability of estimates for this group.  

Respondents were interviewed at their homes. They were asked whether they had been a 
victim of the crimes covered by the survey since 1st January 2008, the circumstances and 
impact of the crimes they had experienced and a number of other crime-related issues.  

1.1 Purpose of the 2009 NZCASS 
The 2009 NZCASS:  

 Measures the amount of crime in New Zealand in 2008 by asking people about crimes they 
experienced themselves. The survey includes crimes not reported to the Police, so it is an 
important complement to police records. Victims do not report crime for various reasons. 
Without the NZCASS, we would have no information on these unreported crimes. 

 Provides information on offences reported to the Police, and the reasons for not reporting. 
It also gives information on how well victims thought the Police responded when they did 
report a crime. 

 Can show changes in the amount and effects of victimisation between 2005 and 2008. 
Comparisons with earlier surveys are limited due to changes in the survey design (see 
section 1.3 below). 

 Identifies those most at risk of different types of crime in terms of age, gender, ethnicity, 
etc. 

 Gives information on the nature of victimisation, such as its physical, financial and 
emotional effects. 

 Gives information on the public's perception of crime problems in their areas, and on their 
concerns about personal victimisation. 
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Figure 1.1: The NZCASS process 
INITIAL PLANNING (October 2007 – August 2008)

Determining sampling methodology, initial questionnaire development 
and cognitive testing

PREPARATION FOR PILOT SURVEY (August – September 2008)
Alterations made to the pilot survey questionnaire, which is then 

finalised and programmed into CAPI/CASI software. Preparation of 
publicity and field work materials and selection of sample areas

PILOT SURVEY (October – December 2008)
NRB undertake field work, checks, data cleaning and collation. Data 

is coded, weighted and imputed to test processes

PREPARATION FOR MAIN SURVEY (October 2009 – January 
2010)

Further alterations made to the main survey questionnaire, which is 
then finalised and programmed into CAPI/CASI software. Preparation 

of publicity materials, selection of sample areas and preparation of 
field work materials

NZCASS MAIN SURVEY (February – July 2009)
Interviewers trained. Field work conducted

DATA CLEANING, COLLATION AND CLASSIFICATION (July – 
August 2009)

NRB clean data and review responses. Issues identified and 
addressed. Variables created and final data set produced

OFFENCE CODING (May – September 2009)
Victoria University Law Department code offences

QUALITY ASSURANCE
New Zealand Police 

(Coding Review)

WEIGHTING AND IMPUTATION (June – November 2009)
James Reilly (Statistical Insights) completes weighting so that the 
dataset is representative of New Zealand, and imputes missing 

values

QUALITY ASSURANCE
University of Wollongong 

(Technical Review)

ANALYSIS (December 2009 – May 2010)
The Ministry of Justice completes checks and conducts analysis on 

dataset

QUALITY ASSURANCE
Statistics Research 

Associates 
(Statistical Analysis 

Review)

REPORT WRITING (January – July 2010)
The Ministry of Justice prepares the NZCASS 2009 Main Findings 

report.

NRB, James Reilly and the Ministry of Justice prepare the Technical 
report

QUALITY ASSURANCE
Reports undergo internal, 

and academic review

REPORTS COMPLETED AND RELEASED (December 2010)
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1.2 The process of NZCASS 2009 
Figure 1.1 shows the process that was undertaken from planning the 2009 NZCASS to 
producing the Main Findings report. Key stages were quality assured to ensure that the 
methods and design were appropriate, and where possible followed the 2006 methodology to 
ensure comparisons could be drawn between the two surveys. 

1.3 Comparability between surveys 
As mentioned previously, the 2009 NZCASS is New Zealand’s fourth victimisation survey. The 
2009 survey was designed to allow comparisons to be drawn between 2006 and 2009, by 
replicating the 2006 sampling processes, questionnaire and offence coding processes as close 
as possible. The 2009 NZCASS results were compared to the 2006 results, but not to those of 
the previous surveys due to significant methodological changes made between the 1996, 2001 
and 2006 surveys. 

1.4 Report structure 
This report provides technical documentation of the survey design and methods used to 
produce the survey findings. The report begins at the initial planning stage and ends at the 
weighting and imputation stage.1  The specific topics covered are:  

 sample design 
 questionnaire design and testing 
 fieldwork procedures and interviewers 
 validation and checking of interviews 
 audits and checks 
 response rate calculations and interview duration  
 survey weights 
 imputation methods 
 variance estimation.  

                                                 
1  Descriptions of the offence coding and analysis stages are covered in separate reports.  
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2 Sampling methodology 

2.1 Overview of the sample 
Broadly stated, the methodology for the 2009 NZCASS was a nationwide, random probability 
survey, with respondents selected from households using multistage sampling methods, which 
are described in detail below. The primary sampling unit (PSU) for the 2009 survey was Statistic 
New Zealand’s meshblocks. The method employed for the survey was individual face-to-face 
CAPI2 and CASI (self-completion3

The 2009 NZCASS multistage design was almost identical to that used in the 2006 NZCASS, 
and the 2001 and 1996 New Zealand National Survey of Crime Victims (NZNSCV). The sample 
was drawn in a multistage sequence commencing from an unstratified (Cochran, 1977) frame, 
through to clusters of dwellings, and then to a single respondent from each dwelling. That is, 
areas (meshblocks) were selected first, then households within areas, and then one respondent 
within each household was selected. Each of these steps forms a distinct sampling stage. The 
final stage in the sample design was the selection of a small number of incidents from those 
experienced by respondents. Each of these four stages is detailed further below. Known 
probabilities of selection apply to all respondents. 

) laptop interviews.  

The 2009 NZCASS comprised two samples: a main sample, and a Mäori booster sample. The 
Mäori booster sample was selected so that the survey produced more reliable results for Mäori. 
In the 2009 survey, the same meshblocks were selected for the main and Mäori booster 
sample. In comparison, in the 2006 survey the areas (Nielsen Area Units, or NAUs) selected for 
the Mäori booster sample were selected independently from the main sample areas, meaning 
that only Mäori were eligible in these NAUs. This difference in the design of the Mäori booster 
sample may have had some effects, although these effects are considered to be small. For 
example, this may have affected the Mäori booster sample response rate (see Chapter 6 for 
more detail). 

The number of interviews targeted and achieved in the 2006 and 2009 surveys is shown in 
Table 2.1 (see section 6.2 and Appendix A1 for more detail). The 2006 targeted and achieved 
interview numbers were used as a guide in determining the 2009 targets. 

Table 2.1: Interviews targeted and achieved in the 2006 and 2009 NZCASS  
Sample 2006 Target 2006 Achieved 2009 Target 2009 Achieved 

Main 4,000 4,229 4,030 4,809 

Mäori booster 1,600 1,187 1,409 1,297 

Total 5,600 5,416 5,439 6,106 

 

                                                 
2 Computer Assisted Personal Interviewing; that is, questions administered by an interviewer. 
3 Computer Assisted Self Interviewing; that is, questions completed by a respondent. 
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Some of the key features of the 2009 survey methodology are presented in Table 2.2. 

Table 2.2: Key features of 2009 survey methodology 

 The 2009 survey methodology was designed to replicate the 2006 NZCASS methodology 
as closely as possible. 

 Meshblocks were used as the Primary Sampling Unit. One thousand meshblocks were 
selected for the survey. In 2006, 800 NAUs were selected for the main sample, and 320 
separate NAUs were selected for the Mäori booster sample. 

 The dwellings approached in each meshblock were separated into main sample (core) 
dwellings, and Mäori booster sample (screened) dwellings. 

 The research was conducted in the homes of eligible respondents, with one respondent per 
household. To be eligible for interview, respondents had to be the person in the household 
aged 15 years or over with the next birthday. A further initial criterion for eligibility applied in 
Mäori booster sample households, where respondents had to identify as being New 
Zealand Mäori. 

 It was expected that an average of 6.5 dwellings would be approached in each meshblock 
for the main sample, and that this would result in an average of four interviews per area. A 
maximum of 10 dwellings could be approached in each area for the main sample. For the 
Mäori booster sample, a maximum of 16 dwellings could be approached in each area. 

 The main sample averages and the Mäori booster sample maximum were used, together 
with the expected response rate, and, in the case of the Mäori booster sample, an estimate 
of the percentage of dwellings containing at least one Mäori resident aged 15 or over, to 
ensure that 4,030 main sample interviews were conducted, and 1,439 Mäori booster 
sample interviews were conducted. 

2.2 Target  population 
The population targeted for the survey was the total usually resident, non-institutionalised, 
civilian population of New Zealand aged 15 years and over. 

2.2.1 Geographic coverage 
The survey extended across all areas of the North Island, South Island and Waiheke Island. 
Other offshore islands were not covered by the survey. PSUs containing fewer than nine 
dwellings were also excluded from the frame.  

2.2.2 Dwellings coverage 
The survey covered the eligible population living within permanent, private dwellings.4

                                                 
4 In general, where 'dwellings' are mentioned in this chapter, this refers to permanent, private dwellings, which 

includes both occupied and unoccupied dwellings. Census 2006 dwelling counts are of occupied permanent, 
private dwellings, and excludes unoccupied dwellings. When interviewers select (permanent, private) 
dwellings to approach, these include both unoccupied and occupied dwellings, and the unoccupied 
dwellings are categorised as 'Vacant (V)', in the household contact outcomes. 
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Expressed in terms of the Census descriptions for various dwelling types, the phrase 
'permanent, private dwelling' is defined as either a separate house, or two or more houses or 
flats joined together or a flat or house joined to a business or shop or a bach, crib or hut (as 
long as they are not attached to a work camp), that are used as private dwellings. 

Private dwelling types that were not included in the survey were temporary private dwellings 
such as caravans, cabins or tents in a motor camp, or boats. All non-private dwellings were 
excluded from the survey. Examples of this type of dwelling included hotels, motels, guest 
houses, boarding houses, hostels and motor camps. Members of the New Zealand population 
living in institutions were also excluded from the survey. Examples of these institutions included 
hospitals and psychiatric institutions, prisons, barracks for the New Zealand armed forces, and 
homes for the elderly.5

2.2.3 Eligible respondents 

 

All people aged 15 years and over who are usually resident within permanent private dwellings 
were eligible for selection as respondents.6

The term 'usually resident' excluded people who were present within the dwelling at the time of 
the interview but who usually resided elsewhere (either within New Zealand or overseas). Other 
people who were ineligible were non-New Zealand diplomats and their non-New Zealand staff, 
members of non-New Zealand armed forces stationed in New Zealand, and overseas visitors in 
New Zealand for less than 12 months. 

 

For the Mäori booster sample, the usually resident adult (aged 15 or over), had to also identify 
as Mäori to be eligible. During screening, the ‘door-opener’ was asked:  "Is there anyone usually 
living here aged 15 years or older who might consider themselves Mäori? That is, if asked 
which ethnic group or groups they belong to, they would include Mäori.” This was the same as 
the method and wording used in the 2006 survey. In 2009, if the selected respondent in the 
Mäori booster household was not the ‘door-opener’, the selected respondent's identification as 
Mäori was checked with them prior to the interview, to ensure they were eligible. 

2.3 Survey frame 
The survey frame provided the first stage in the sampling process, which proceeded to dwelling 
selection within the meshblock and then on to respondent selection within the dwelling. The 
procedure for this selection process is described in Section 2.4. 

The survey frame was the list of meshblocks that fell within the geographical coverage of the 
survey. All meshblocks on islands (except Waiheke), waterways and inlets were removed from 
the frame, as were meshblocks with fewer than nine dwellings. A total of 34,728 meshblocks 

                                                 
5 Hospitalised or dependent residents of homes for the elderly were ineligible for the survey. However, 

residents of these homes who were living independently (for example, in self-contained units) were eligible. 
6 The Australian Bureau of Statistics methodological review of the 1996 NSCV recommended that the official 

definition of ‘usually resident’ be adopted. This was used for the 2001 and 2006 surveys, and was used 
again in 2009. It mandates respondent self-definition of ‘usually resident’, with a number of exceptions. 
These are defined in Statistics New Zealand’s “Statistical Standard for Usual Residence 1999”. 
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remained in the frame.7

A meshblock is the smallest geographical statistical unit for which data is collected and 
processed by Statistics New Zealand. They provide the aggregation into larger statistical units 
such as area units, territorial local authorities and regions. There are 41,384 meshblocks 
defined in New Zealand. 

  While these two processes excluded 6,656 meshblocks (or 16 percent 
of all meshblocks), they excluded only 2 percent of all dwellings from the survey frame. 

In the previous NZCASS/NZNSCV surveys (1996, 2001, and 2006), a different area frame was 
used - Nielsen Area Units (NAUs). An NAU is larger than a meshblock, as each NAU combines 
on average seven meshblocks. Each of the approximately 6,000 NAUs contained around 230 
dwellings (Reilly & Sullivan, 2008:47), whereas each of the 41,384 meshblocks in the 2009 
survey contained around 35 dwellings. As the areas used in 2006 and 2009 contained differing 
average dwelling sizes, this may have had some effects on the sample, but it is thought that 
these effects are minor. 

Meshblocks were ordered by region and then within region by urban area classification. The 
meshblock dwelling counts, as at Census 2006, were used to attach a cumulative dwelling 
count to each meshblock. 

2.4 Sample design – sampling stages 

2.4.1 Primary Sampling Unit (meshblocks):  meshblock selection 
The first level of sampling took place at the level of meshblock. A total of 1,000 meshblocks 
were selected.8

This start point (dwelling) was calculated by taking a random number between 0 and  

  Each of these meshblocks were sampled systematically from a randomly 
selected starting dwelling. 

 

xi

i=1

N

∑
n

. 

This created the series of numbers … 

(start,   start 

 

+
xi
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N

∑
n

,   start 

 

+2∗
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i=1

N
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, …..  start 

 

+999 ∗
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N

∑
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Which gave the 1,000 points which identified the meshblocks to be included in the sample. 
Where… 

n is the number of meshblocks to be sampled. 

 

xi  is the number of dwellings in the 'ith' meshblock as reported in Census 2006. 
N is the number of meshblocks in the frame. 

                                                 
7 The 2006 Census count of occupied, private dwellings for these meshblocks was 1,455,093. 
8 1,000 meshblocks were selected from 34,728 in 2009, whereas in 2006, 1,120 NAUs were selected from 

approximately 6,000 NAUs. 
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The probability of selection for each meshblock was in direct proportion to the number of 
dwellings (as reported by 2006 Census counts of occupied, private dwellings) within the 
meshblock. This is PPS (probability proportional to size) sampling (Cochran, 1977). 

The 2009 NZCASS used systematic PPS sampling, as described above.9  The 2006 NZCASS 
used a stratified systematic PPS sample, with replacement, for both the main and Mäori booster 
samples.10

In 2009, 1,000 meshblocks were chosen, and the main and Mäori booster samples were 
selected from within these meshblocks (see below). In comparison, in 2006, 800 main sample 
NAUs were selected and 320 separate Mäori booster NAUs were selected. The distribution of 
the sample meshblocks is shown below by Region and Urban Classification, and is compared 
with the Census 2006 distribution.  

 

Table 2.3: Distribution of sampled meshblocks 

Region Urban Classification 

Major Urban Area Secondary Urban Area Minor Urban Area Rural Area or Centre 

Census 
2006 

Dwellings 

NZCASS 
Mesh- 
blocks 

Census 
2006 

Dwellings 

NZCASS 
Mesh-
blocks 

Census 
2006 

Dwellings 

NZCASS 
Mesh- 
blocks 

Census 
2006 

Dwellings 

NZCASS 
Mesh- 
blocks 

Northland 1.3% 1.3% 0.7% 0.6% - - 1.8% 1.9% 

Auckland 27.6% 27.6% 0.4% 0.4% 0.7% 0.7% 1.3% 1.2% 

Waikato 4.5% 4.5% 1.0% 1.0% 1.9% 1.9% 2.1% 2.1% 

Bay of Plenty 4.2% 4.2% 0.5% 0.5% 0.7% 0.7% 1.2% 1.2% 

Gisborne 0.8% 0.7% - - - - 0.3% 0.3% 

Hawke's Bay 3.0% 3.0% - - 0.3% 0.3% 0.5% 0.4% 

Taranaki 1.3% 1.4% 0.3% 0.2% 0.5% 0.6% 0.6% 0.6% 

Manawatu-
Wanganui 

3.0% 2.9% 0.9% 0.9% 0.8% 0.9% 1.0% 1.0% 

Wellington 10.2% 10.1% 0.5% 0.6% 0.4% 0.4% 0.4% 0.4% 

Tasman 0.4% 0.4% - - 0.3% 0.3% 0.5% 0.5% 

Nelson 1.2% 1.2% - - - - - - 

Marlborough - - 0.8% 0.7% 0.1% 0.2% 0.3% 0.2% 

West Coast - - 0.3% 0.3% 0.2% 0.2% 0.3% 0.3% 

Canterbury 9.5% 9.6% 1.2% 1.2% 1.1% 1.1% 1.9% 1.9% 

Otago 2.8% 2.8% 0.4% 0.4% 0.9% 0.9% 1.0% 1.0% 

Southland 1.3% 1.2% 0.3% 0.3% 0.2% 0.2% 0.6% 0.6% 

                                                 
9 The 2009 systematic sample method used meant that PSUs were selected without replacement, thus  each 

meshblock in the sample frame could be selected only once. For the 2009 systematic PPS sampling, there 
was no practical difference between the 'with replacement' and 'without replacement' selection methods, as 
no meshblocks contained enough dwellings to be selected twice:  1,000 meshblocks were selected out of 
34,728, the systematic household 'step' or 'skip' was 1,455, and the largest 2009 meshblock contained 291 
(occupied, private) dwellings. 

10 In 2006, a ‘with replacement’ sampling method was used. One NAU was selected twice for the main sample, 
and another was selected three times. No NAUs were selected twice for the Mäori booster sample. 
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2.4.2 Secondary Sampling Unit (dwellings):  dwelling selection 

Main sample (core sample) 
NRB provided the interviewer with both the description of streets and a map of their meshblock. 
Each meshblock was described according to the streets, side of street and the portion of street 
belonging to the meshblock. A systematic, random start point was chosen by NRB, and marked 
on each meshblock map, to prevent interviewers from selecting the start point. A randomly 
selected start point was also used in the 2006 NZCASS (Reilly & Sullivan, 2008). 

Every ‘X’th permanent, private dwelling from a starting point within the meshblock was selected 
for the main sample. This process distributed the selected dwellings throughout the meshblock. 

The ‘X’ is a sample fraction derived by dividing the number of Census counts of occupied, 
private dwellings in the meshblock by the cluster size. The cluster size was set at 6.5; that is, 
the average cluster size of dwellings to be approached (or visited) in the 1,000 meshblocks for 
the main sample was 6.5. In 2006, this cluster size for the NAUs was nine (Reilly & Sullivan, 
2008). 

The 2009 cluster size was determined by the number of meshblocks sampled (1,000), the 
targeted response rate (62%) and the final required sample size (4,030). In other words, 
approaching 6,500 dwellings with a response rate of 62 percent would result in 4,030 
interviews. This means an average interview cluster size of four (4,030/1,000) was targeted in 
2009. In comparison, the 2006 NZCASS targeted an average interview cluster size of five. In 
both 2009 and 2006, the average main sample interview cluster sizes targeted provided a good 
compromise between sample spread and cost efficiency.  

As described above, every 'X'th dwelling was approached for inclusion in the main sample, and 
this method distributed the selected dwellings throughout the meshblock, irrespective of 
meshblock size. This method minimised the clustering effect even further than in 2006, where 
every fourth dwelling was approached.11

Interviewers could approach a maximum of 10 dwellings in each meshblock for the main 
sample. This limit was imposed to ensure interview cluster sizes did not get too large in the very 
small number of meshblocks that had experienced significant growth since the March 2006 
Census. (See Appendix A3 for detail on Census and dwelling counts.) 

  This method distributed the selected dwellings evenly 
throughout each meshblock, except in a very small number of meshblocks that had experienced 
significant growth since the March 2006 Census. 

Dwellings in rural areas were approached using the same method as that used in non-rural 
areas. In 2006, consecutive dwellings were approached in rural areas to minimise travel costs. 
The result of this difference is that there was less interview clustering in rural areas in the 2009 
survey than in the 2006 survey. 

                                                 
11 As nine dwellings were approached for each NAU in 2006, this meant that the first 33 dwellings in each NAU 

were worked in, out of, on average, 230 dwellings (ie,. around 15% of each NAU was worked in). This differs 
from the 2009 method which distributed the selected dwellings across each meshblock.  
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An outcome was obtained from every dwelling in the main sample cluster (see Chapter 6 for 
further details of contact outcomes and response rates in the main sample). 12

Mäori booster sample (screened sample) 

 

In addition to the main sample (core) dwellings, up to 16 additional dwellings were also sampled 
for the Mäori booster sample. This number was determined by the number of meshblocks 
sampled, the anticipated response rate, the incidence of dwellings containing Mäori, and the 
required Mäori subsample. The number of dwellings to approach was held constant at 16, 
rather than being recalculated for each meshblock. The exception to this was where 
meshblocks had a low number of dwellings overall, and it was therefore not possible to 
approach 16 Mäori booster sample dwellings (discussed further below). 

The 1,000 meshblocks selected for the sample were sent to Statistics New Zealand to 
determine the likely ethnic group interview yields for the main and Mäori booster samples. 
These yields were used to determine the maximum number of dwellings (16) per meshblock 
approached for the Mäori booster (screened) sample.13

In these dwellings, residents of Mäori ethnicity were eligible for selection. Respondents with 
Mäori ethnicity were defined as ‘screenable respondents’. The sampling fraction applied to 
these dwellings was one, once all the main sample (core) dwellings had been identified and set 
aside. Starting from the dwelling adjacent to the first selected main sample dwelling, the 
dwellings ‘in-between’ the main sample dwellings were consecutively selected, up to a 
maximum of 16 dwellings. 

 

As a maximum of 26 dwellings could be approached (10 in the main sample and 16 in the Mäori 
booster sample), in the small percentage of meshblocks that contained fewer than 26 dwellings, 
it was possible that fewer than 16 dwellings would be approached for the Mäori booster sample. 
In practice, often seven main sample dwellings were approached, as a main sample cluster size 
of 6.5 was targeted.   

Meshblocks which contained fewer than nine dwellings, according to 2006 Census counts were 
not included in the sample. In meshblocks with a Census count of nine, only main sample 
dwellings were selected. Thirty-six of the 1,000 meshblocks selected had a Census count of 
nine, and therefore no dwellings were approached for the Mäori booster sample. 

An outcome was obtained from every dwelling in the Mäori booster sample (see Chapter 6 for 
more details).   

In 2006, a different method was used to select the Mäori booster sample. Three hundred and 
twenty NAUs were selected for the Mäori booster sample, and these were separate from the 
800 main sample NAUs. Mäori booster NAUs were selected with probability proportional to the 
estimated number of Mäori dwellings. An average interview cluster size of five was targeted in 
these 320 NAUs, with the goal of achieving 1,600 interviews. NAUs with a low Mäori density 

                                                 
12  Outcomes were: Interview (I), Household Refusal (HR), Respondent Refusal (RR), Not Eligible (NE), Access 

Denied (AD), and Unavailable (U). Please see also Tables 6.4 and 6.5. 
13 These are sampled home numbers 11 to 26 in the NZCASS data. In the October 2008 pilot survey, a 

maximum of 18 dwellings were approached in the Mäori booster sample in each meshblock:  these were 
sampled home numbers 11 to 28 in the NZCASS pilot survey data. 
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were deleted from the sampling frame. As in the 2001 survey, NAUs where less than 5 percent 
of dwellings contained Mäori were removed from the sampling frame for the booster sample. 
This accounted for 3 percent of NAUs, but only 0.2 percent of Mäori households. 

2.4.3 Tertiary Sampling Unit (respondents):  respondent selection 
To select the respondent within each sampled dwelling, the interviewer asked the person who 
answered the door for a list of the first names and birth month of every eligible respondent in 
the dwelling (see section 2.3 for more detail). The interviewer selected the person who had the 
next birthday to be the respondent. There was no substitution in the case of non-response. 

For situations where the next birthday was not known (for example, in a household where a 
flatmate did not know birth months of other flatmates), the screener included an alternative 
procedure based on the alphabetical order of first names. This alternative procedure selected 
the adult (aged 15 or over) whose first name began with the letter earliest in the alphabet. 

Because many types of victimisation are household-based, only one respondent per dwelling 
was selected. This provided efficient measurement of household victimisation, and avoided 
potential contamination effects that may have arisen if more than one person in a household 
was interviewed. As discussed in Chapter 8, weights for person-based estimates incorporated 
the number of residents aged 15 or older per household to remove any household size biasing 
effect, which is a routine statistical procedure for household-based surveys. 

2.5 Household and meshblock calls 
Once the ethnic group yields described in section 2.4.2 (Mäori booster sample) were known, 
this was linked with the desired response rate (62%) to determine the final number of calls (and 
call-backs) which would be made to each dwelling. A maximum of 10 calls (an initial call, plus 
nine call-backs) was made to each dwelling. 

In addition, each meshblock was visited by an interviewer a minimum of five times,14 unless the 
interviewer had achieved or recorded a final contact outcome15

                                                 
14 The 2006 procedure to visit areas and approach dwellings was different (Reilly & Sullivan, 2008; 12). After 

an initial pre-notification visit, up to three interviewing visits were made to each area in urban areas. No pre-
notification visit was made in rural areas or in booster sample areas, and up to four interviewing visits were 
made to each area for the booster sample. No maximum number of interviewing visits for rural areas in the 
main sample was specified, although it was assumed that this was the same as for urban areas. No 
maximum number of calls to each dwelling was specified, although six or more calls were possible for urban 
dwellings in the main sample. 

 for all selected households in a 
meshblock (see section 4.2 for details). 

15  Outcomes were: Interview (I), Household Refusal (HR), Respondent Refusal (RR), Not Eligible (NE), Access 
Denied (AD), and Unavailable (U).  
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2.6 Probabilities of selection 

2.6.1 Meshblock – PSU 
Meshblocks were selected with the following probabilities: 

 

 

n * xi

xi

i=1

N

∑
 

Where… 

n is the number of meshblocks to be sampled. 

 

xi  is the number of dwellings in the 'xth' meshblock as reported in Census 2006. 

N is the number of meshblocks in the frame. 

2.6.2 Dwelling/respondent 
Non-screenable respondents within main sample (core) dwellings were selected with the 
following probability: 
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Where… 

 

ci  is the number of main sample (core) dwellings sampled within the meshblock. 

 

yi  is the number of dwellings enumerated in the xth meshblock at the time of sampling. 

 

ec  is the number of people in the dwelling eligible for selection. 

Screenable respondents within either main sample (core) dwellings or Mäori booster 
(screenable) dwellings are selected with the following probability: 
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Where… 

 

si  is the number of dwellings screened for the ethnicity of the respondent within the meshblock. 

 

es is the number of eligible people within the dwelling of screenable ethnicity. 

2.6.3 Overall probabilities of selection 
For respondents of non-screenable ethnicities: 
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For respondents of screenable ethnicities: 
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2.7 Interviews conducted with Mäori respondents 
The number of interviews conducted with Mäori respondents in the main sample, Mäori booster 
sample, and in the sample overall are shown in Table 2.4, with interviewing targets (or expected 
numbers) and completion percentages. 

Table 2.4: Interviews conducted with Mäori respondents 
 Number of interviews  

Main* 543 29.5 572*** 94.9 
Mäori booster** 1,297 70.5 1,409 92.1 
Total 1,840 100.0 1,981 92.9 

* Mäori respondents in the main sample included all respondents who selected Mäori as one of their ethnic 
groups. It is a count of ‘total responses’, or a ‘non-prioritised’ count. 

** Mäori respondents interviewed for the Mäori booster sample; those interviews with a sampled home 
number in the range 11 to 26.   

*** The main sample number is an expected number. That is, the number of interviews expected to be 
conducted with Mäori respondents in this part of the sample. This expected number was based on the 
number of meshblocks (1,000), the incidence of adult Mäori in the population (14.2%), the main sample 
cluster size (6.5), and the response rate targeted (62%).   

 
The percentage of interviews conducted with Mäori respondents16

In 2009, the number of interviews with Mäori in the booster sample was 1,297. In 2006, 1,187 
Mäori booster sample interviews were achieved out of an expected 1,600 (or 74 percent 
completed; see Reilly and Sullivan, 2008:1). In 2009, 11 percent of respondents identified as 
Mäori in the main sample (543/4,809) and in 2006, this figure was 12 percent (511/4,229).  

 was 30 percent in 2009 
(1,840/6,106), and 31 percent in 2006 (1,698/5,416) (Mayhew & Reilly, 2007;104). 

2.7.1 Booster sample eligibility rates  
There have been substantial changes in the booster sample's eligibility rate across the 2006 
and 2009 NZCASS surveys and the 2001 NZCVS. Specifically, the proportion of occupied 
dwellings where the initial contact said there was an adult Mäori living in their household at the 
booster eligibility screener question was 27 percent in 2001, 23 percent in 2006, and 17 percent 
in 2009. This decline contrasts with the increasing proportion of Mäori in the population over this 
time period. 

The screener question changed between 2001 and 2006, incorporating less blunt wording, 
which may explain the drop between 2001 and 2006. The booster sample design was similar in 
2001 and 2006, but changed in 2009, as booster sample interviews were conducted in the 

                                                 
16  For detail on the percentage of interviews achieved with men see Appendix A2.  



THE NEW ZEALAND CRIME AND SAFETY SURVEY 2009:  TECHNICAL REPORT 
Sampling Methodology 

Page 23 

same areas as the main sample. In contrast, dedicated booster areas were selected in 2006 
with probability proportional to the number of households containing Mäori in each area. This 
change is likely to have caused the eligibility rate to drop. This change in the sample design has 
been adjusted for by the survey weights, to enable the comparability of results between the 
2006 and 2009 NZCASS. 
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3 Questionnaire design and incident 
selection 

3.1 Interview mode 
As in the 2006 and 2001 surveys, the interview was conducted using CAPI (Computer Assisted 
Personal Interviewing) where the interviewer entered the respondent's answers onto a laptop; 
and CASI (Computer Assisted Self Interviewing), where the interviewer turned the laptop over 
to the respondent to complete sensitive sections of questioning. The Computer Assisted 
Interviewing (CAI) software used was Blaise CAI software.17

3.2 Selection of incidents 

  An important advantage of using 
CAI software was that it could ensure the survey logic was adhered to, and the selection of the 
CAPI Victim Forms could be computerised (see section 3.2.1). 

At four points during the interview (at the main CAPI screener questions, and at each of the 
three sets of self-completion screener questions), respondents were asked how many incidents 
they had experienced since 1 January 2008 of various types of crime. More detailed information 
is then requested through a Victim Form for some of these incidents (see Figure 3.1 for an 
outline of the questionnaire.)   

The reference period stretching from the interview date back to the beginning of the previous 
calendar year was retained again for 2009, to ensure comparability with the 2006 surveys.18

3.2.1 Selection of incidents in the CAPI section 

 

The 2009 approach for the selection of incidents was identical to that used in 2006. Because 
completing a CAPI Victim Form took about 10 minutes, it was not feasible to get heavily 
victimised respondents to fill in a Victim Form for each of the incidents they experienced. 
Instead, if a respondent recorded more than three incidents at the CAPI screener questions, 
Victim Forms were only completed for a maximum of three incidents, which were randomly 
selected by the CAPI software. If there were three incidents or fewer, Victim Forms were 
completed for each incident.  

The sample design for selecting incidents aimed to ensure the accuracy of incidence and 
prevalence rates for key offence types, and provide sufficient Victim Form information on the 
characteristics of major offence types, and to maintain consistency with the approach used in 
the 2006 survey.  

Essentially, all occurrences of all incidents recorded at the CAPI screener questions were 
placed into a 'pool of occurrences' from which up to a maximum of three (occurrences of) 

                                                 
17 In 2006, Confirmit CAI software was used. 
18 The 1996 and 2001 NZNSCV surveys, and the 2006 and 2009 NZCASS surveys all had the same reference 

period. However, the interviewing periods for these four surveys have differed; see Chapter 4 for further 
details. 
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incidents were randomly selected for the (up to three) CAPI Victim Forms. Each (occurrence of 
an) incident was assigned a probability of selection, or weight, as described below. 

Incidents were selected independently, without replacement, with selection probabilities 
proportional to the weight given to the incidents' screener questions. Screener questions fell into 
three priority categories (low, medium and high, as shown below), with corresponding selection 
weights 1, 2 and 3. The probability of selection for a particular incident depended on both the 
extent of competition from other incidents, and the screener question that the incident was 
recorded at. 

The selection weight for incident I was denoted by wi. Then the probability of selection for 
incident j for a particular Victim Form was wj/sum (wi), where the sum was taken over all 
incidents available for selection at that stage. (Incidents were selected without replacement, so 
those that had already been selected for an earlier Victim Form would not be included in the 
sum.)  Once this incident selection design was implemented in CAPI, extensive simulation tests 
were conducted (along with code review) to ensure that it worked as intended (see section 
3.4.3). 

Each of the 15 incident types (based on the screener questions) were assigned a number and 
weight, as shown in Table 3.1. 

Table 3.1: Crimes (incidents), description, question numbers and weights 
Crime 
number 

Crime (incident) description Question 
number 

Weight 
(level) 

1 Theft of a vehicle 28 3 
2 Theft from a vehicle 29 1 
3 Damage to a vehicle 30 1 
4 Attempt to break into your home/garage 31 2 
5 Unlawful entry into your home/garage 32 1 
6 Theft from outside property over $10 34 1 
7 Theft from inside your home by someone allowed to be there 35 2 
8 Deliberate damage to property belonging to your household 35.416 2 
9 Assault on you 36 3 
10 Threat of assault on you 37 3 
11 Other damage to your personal property 38 3 
12 Threat to damage your personal property 39 2 
13 Theft or attempted theft of something you were carrying 40 3 
14 Theft of your personal property 41 2 
15 Other offence type 43 1 

3.2.2 Selection of incidents in the Self-Completion (CASI) section 
The CASI section covered incidents that were of a more sensitive nature than those covered in 
the CAPI section. The CASI section contained three Victim Forms: 

 Victim Form 1:  Violence by a partner 
 Victim Form 2:  Violence by people you know well 

Victim Form 3:  Sexual incidents 
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Each of the three CASI Victim Forms was preceded by four screener questions. If a respondent 
answered ‘Yes’ to at least one of the four screening questions preceding each of the Victim 
Forms, they then completed that Victim Form. 

Where there was more than one incident within a CASI section, the respondent was asked to 
think about the most recent incident and complete a Victim Form for that incident. 

Some of the heaviest victimisation was recorded in the self-completion sections (as would be 
expected from their coverage of victimisation within ongoing relationships). Because only one 
Victim Form was allocated to each section, the probability of selecting incidents experienced by 
these heavily victimised respondents was very low. This resulted in highly variable incident 
weights, and may mean that the incidents with missing data are not similar to other incidents. 

3.3 Questionnaire development 
The questionnaire used in the 2009 survey was based on the 2006 survey questionnaire. 
Although some changes were made, the final questionnaires used for both surveys were very 
similar. The structure of the final questionnaire is shown in Figure 3.1. Questions added into the 
2009 survey are indicated by an asterisk. Questions modified since the 2006 survey are 
indicated by two asterisks. The questionnaire and showcards are available on the Ministry of 
Justice website. The screener19

In addition to the new and modified questions for the 2009 survey, other changes between the 
2006 and 2009 surveys involved the deletion of some questions. The experience of e-crime and 
the cost of crime sections from the 2006 survey were not included in the 2009 survey. 

 and sampling sheets are in Appendix A4, as is a selection of 
laptop 'screenshots' (Appendix G) to illustrate the look and feel of the CAPI and CASI sections 
of the questionnaire.  

The changes helped to improve consistency across different sections of the questionnaire, and 
addressed some issues with wording of certain 2006 questions. The development process 
attempted to balance desirable improvements against the need to maintain comparability with 
previous surveys.20

 

 

 

 

 

 

 

 

                                                 
19 These were called contact sheets in 2006. 
20  Further information on the changes between the 2006 and 209 surveys is in the questionnaire changes log, 

which can be accessed from the Ministry of Justice upon request. 
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Figure 3.1: Outline of the 2009 NZCASS questionnaire topics 
Interviewer administered (CAPI) section Self-completion (CASI) section 

1.1 Main questionnaire 
Attitudes to local crime and incivilities 
Fear of and worry about crime 
Neighbourhood support 
Confidence in the criminal justice system 

2.1 Self-Completion I – violence by a partner 
Screener questions on: 

 assault  
 threats of assault 
 vandalism to personal property 
 threats of vandalism to personal property. 

Victim Form questions, including: 
 reporting to Police 
 Police response* 
 victim needs** 
 emotional reaction.  

Psychological abuse 

1.2 CAPI Victim Form(s) 
CAPI victimisation screener questions 
Details of victimisation incident, including: 

 date of offence, same/series of 
offences, location of offence, mode of 
entry, contact with the offender, items 
stolen, damage, insurance, attempted 
theft, use of force, threats and weapon 
use, medical attention, emotional 
reactions, reporting to the police, victim 
needs** perception of seriousness of 
incident. 

2.2 Self-Completion II – offences by people 
well known 
Screener questions on: 

 assault 
 threats of assault 
 vandalism to personal property 
 threats of vandalism to personal property. 

Victim Form questions, including: 
 reporting to Police  
 Police response* 
 victim needs** 
 emotional reaction.  

1.3 Demographic questions 
Personal questions, such as: 

 age group 
 ethnicity 
 employment status 
 marital status 
 sexual orientation* 

Household questions, such as: 
 household type  
 household size 
 household tenure. 

2.3 Self-Completion III – sexual incidents 
Screener questions on: 

 rape 
 attempted rape 
 distressing sexual touching 
 other sexual violence or threats. 

Victim Form questions, including: 
 reporting to Police 
 Police response* 
 victim needs** 
 emotional reaction.  

'Ever Victimised' questions, for the four types 
of sexual incidents. 

* New question(s) in 2009 
** Question(s) modified since 2006 
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3.4 Questionnaire preparation and testing 
The questionnaire preparation and testing involved questionnaire formatting, CAPI/CASI 
development, pretesting, cognitive testing, piloting of the questionnaire, and incident selection 
tests. These are outlined in turn below. 

3.4.1 Questionnaire formatting, CAI programming and pretesting 
The 2006 questionnaire was updated for the 2009 survey. The intention was to mimic as closely 
as possible the question wording, routing, formatting, and visual 'look and feel' on screen that 
was used in 2006.   

Writing the pilot and main survey questionnaires was an iterative process of revision and 
improvement, from June 2008 to early February 2009. The 2009 word version of the 
questionnaire was written to provide all information needed for both a layperson and a 
Computer Assisted Interviewing (CAI) software programmer. In parallel with the development of 
the MS Word version of the questionnaire was the programming of the Word questionnaire in 
Blaise21

Much of the questionnaire development work consisted of discussion and desk review rather 
than pretesting with respondents. A series of laptop electronic pretests of the questionnaire 
were conducted from July 2008 to January 2009 by NRB researchers and in-house field staff. 

 CAI software. The 2006 questionnaire was programmed using Confirmit CAI software 
rather than Blaise. The formatting and the 'look and feel' of the Confirmit screenshots were 
mimicked as far as possible with Blaise software, to ensure consistency between the two 
surveys. Thorough testing of this programming was carried out prior to the software being 
loaded onto laptop computers for the pilot survey.  

3.4.2 Cognitive test 
There were some new and modified questions proposed for the 2009 NZCASS, and these were 
evaluated in both a cognitive test, and the pilot survey. The cognitive test was conducted by 
NRB in the first half of September 2008 as an initial assessment of these questions. The 
cognitive test was conducted with 23 carefully selected male and female participants from a 
range of different age and ethnic groups.  

The main criterion for recruitment for the cognitive test was that all participants had to have 
been actual victims of at least one crime in the last two years, which had been reported to the 
Police. There were nine interviewers who worked on the cognitive test, and each interviewer 
was issued with quotas for ethnicity, gender and age groups. Interviewers used three recruiting 
methods:  they either located the participants via the 'snowballing' method (ie, asking people 
they knew if they knew of someone that had been a victim of crime), door knocked, or used the 
intercept method (eg, near a shopping centre). 

The 21 particular questions tested in the cognitive test related to disability, sexual orientation, 
the Police response to incidents, victim needs, help or advice wanted, whether respondents 
were sole parents, and household income range. 

                                                 
21 Blaise Developer's Software, Version 4.7 Enterprise, produced by Statistics Netherlands. 
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As a result of the cognitive testing, some changes and improvements were made to these 
questions, based on the direct feedback from both the respondents and interviewers involved.22

3.4.3 Incident selection tests 

 

Once the incident selection design was implemented in the Blaise CAPI software, extensive 
incident selection simulation tests were conducted, using synthetic or 'dummy' interviews, to 
ensure that the design worked as intended (see section 3.2).  

These tests related to the selection of incidents, reported by respondents in the 15 CAPI 
screener questions, for a Victim Form. A maximum of three incidents could be selected for 
CAPI Victim Forms. The selection of incidents is a critical part of NZCASS, and is needed to 
ensure that national victimisation incidence and prevalence rates can be accurately estimated.  

The incident selections made were weighted selections, where each incident was given a 
weight of 1, 2 or 3 (see section 3.2.1). 

The incident selection testing procedure involved testing 12 different sets of data values, which 
related to 12 different scenarios of incident and occurrence selection within the 15 screener 
questions. The 12 sets of values were programmed into the Blaise software; that is, 12 sets of 
answers were programmed, so that particular answers were given to certain screener 
questions, for each of the 12 scenarios, and then (up to) three incidents were selected for 
Victim Forms. 

The Blaise software was then programmed to create batches of synthetic, or ‘dummy’ 
interviews, for each of the sets of values, and each of the 12 sets of synthetic interviews also 
showed which incidents were selected, for each synthetic interview created. 

Varying numbers of synthetic interviews were created, depending on the likelihood of 
respondents experiencing the incidents referred to by each set of data values.23

3.4.4 The pilot survey 

  This was to 
ensure that incident types which occur far less often than others have a chance of being 
selected, and thus the programming could be checked. These 12 sets of synthetic interview 
data files were provided to the Ministry's statistical consultant who confirmed that the incident 
selection procedure was working as intended. 

The pilot survey fieldwork took place from 1 to 21 October 2008 during which 194 interviews 
were conducted, with a response rate of 68 percent, and a mean interview duration of 58 
minutes.24

Twenty-seven meshblocks were selected by inspection to meet certain criteria, rather than 
being chosen by a random method for the pilot survey. Eleven of these meshblocks

 

25

                                                 
22 See the 2009 NZCASS Cognitive Test Report for further details. 

 selected 

23 For the set of data values that included the incidents most likely to be experienced, 5,000 synthetic 
interviews were created. For the set of data values that included the incidents least likely to be experienced, 
77,000 synthetic interviews were created. 

24 This included the 10 minutes for setting up and disengaging with the respondent at the beginning and end of 
the interview. 

25 41% of the meshblocks, to match the eight out of 20 NAUs selected in the 2006 pilot. 



THE NEW ZEALAND CRIME AND SAFETY SURVEY 2009:  TECHNICAL REPORT 
Questionnaire design and incident selection 

Page 31 

were 'high crime' areas, which were defined as areas that had a high offence rate per head of 
population within Police Station Areas throughout New Zealand.26

One of the most important aspects of the pilot survey was that it acted as a final trial of the 
questionnaire and other survey processes, to check their functioning prior to the implementation 
of the main survey. In particular, the pilot survey 'troubleshot' the questionnaire in advance, to 
reduce problems that may be encountered during interviews, particularly regarding any new or 
modified questions.  

  The sample was selected to 
produce a wide range of people to complete the survey, to both fully test the questionnaire, and 
to ensure that an over-representative number of Victim Forms were selected, by choosing high 
crime areas. 

The pilot findings provided useful input into final question wording and routing, laptop screen 
layout, CAPI/CASI programming, show cards, and development of interviewer protocols (eg, via 
training and interviewer manuals). 

Amendments were made to the questionnaire for the main survey as a result of the pilot survey, 
especially with regard to questions that were new or modified prior to the pilot survey. For 
example, it was decided not to include the pilot survey questions asking about household 
income and whether respondents were sole parents.27

One of the outputs included in the pilot survey report was individual question timings. As the 
pilot survey's mean interview duration was longer than the desired 50 minutes, these timings 
were useful for deciding which questions could be considered for deletion prior to the main 
survey to reduce the interview length.  

 

The Blaise software also included a function which allowed interviewers to record 'remarks' or 
comments, at any time, and in relation to any question. A number of remarks were made in both 
the CAPI and CASI sections of the questionnaire, and many of these provided valuable 
feedback on questions, particularly the new and modified questions. This function was disabled 
for the main survey, to ensure comparability with the 2006 survey, as no similar function was 
used in 2006. 

Interviewers were also given the facility to record 'interviewer comments' in a field at the very 
end of the interview, after the CASI section. Comments could be made about anything, 
including feedback on specific questions, concerns a respondent might have, how the interview 
went in general, and feedback for in-house NRB staff. These comments were helpful for 
questionnaire design and other survey procedures prior to the main survey. This facility was 
retained for the main 2009 NZCASS survey, and the comments were used for checking 
procedures (see Chapter 5 for more details). 

                                                 
26 The method of inspection for selecting the pilot survey meshblocks also took into account  other criteria, 

including ensuring a good spread of meshblocks across New Zealand, a proportional spread between both 
the North and South Island, a proportional spread between urban and rural meshblocks (using Statistics 
New Zealand urban/rural criteria), a ‘population proportional’ spread of meshblocks across the cities within 
the Auckland, Wellington and Christchurch regions, and a relatively even spread of deprivation indices, but 
with a focus on the most deprived areas (deprivation index 9 or 10). Please refer to the Pilot Survey Report 
for further details. 

27 Please refer to the Pilot Survey Report (section 10), and the Questionnaire Changes Log document for 
further details. 
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4 Fieldwork methods and interviewers 
This chapter outlines the fieldwork processes and methods that NRB undertook for NZCASS. It 
covers the fieldwork duration, timing and procedures, interviewer management, training and 
interviewer materials.  

4.1 Fieldwork period 
Fieldwork for the 2009 NZCASS was conducted from Saturday 14 February 2009 to Sunday 5 
July 2009.28  This is similar to the 2006 NZCASS fieldwork period, which was conducted from 9 
February to 25 June 2006.29

The 1,000 meshblocks were issued progressively to the 180 interviewers as the fieldwork 
progressed. Twenty percent of meshblocks were issued in February, 38 percent in March, 23 
percent in April, 14 percent in May and the remaining 5 percent in June. The process of 
progressively issuing meshblocks occurred particularly in the larger urban areas, where the bulk 
of the meshblocks were located. 

 

4.2 Fieldwork procedures 

4.2.1 Household calling procedure 
To maximise the chances of obtaining interviews at the selected dwellings in each meshblock 
(that is, to maximise the response rate), ‘call-backs’ were made by interviewers to dwellings 
where no contact was made at the first call. 

Up to a maximum of nine call-backs (ten calls in total) were made to the selected dwellings. 
Call-backs were made on different days of the week, and at different times of the day 
(especially during the weekend), to maximise the chances of contacting respondents. The 
maximum of ten dwelling calls applied to all 1,000 meshblocks. If no contact was made on the 
tenth call to a dwelling, the outcome recorded at that call was the final outcome (usually 'No 
Reply' or 'Not Available') and the selected dwelling was not replaced with another dwelling.  

4.2.2 Area (meshblock) visiting procedure 
In addition to the household calling procedure outlined above, to maximise contact and the 
response rate, each meshblock was visited by an interviewer a minimum of five times,30 unless 
the interviewer had achieved or recorded a final contact outcome31

                                                 
28 Fieldwork, which includes enumeration, household selection, setting up interview appointment times and 

interviewing was carried out in the 142 days in this period. Interviews were conducted over 139 days, from 
Tuesday 17th February to Sunday 5th July. 

 for all selected households 
in a meshblock. Interviewers were allowed to make a maximum of 7 visits to a meshblock. 

29 The 2001 fieldwork dates were 12th July to 31st October 2001, and the 1996 fieldwork dates were between 
April and July 1996. 

30  The procedure used in 2006 to visit areas and approach dwellings was different ─ refer to Reilly & Sullivan 
(2008; 12).  

31 For example, Interview (I), Household Refusal (HR), Respondent Refusal (RR), Not Eligible (NE), Access 
Denied (AD), and Unavailable (U).  
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There were a small number of occasions where an extra eight or even ninth visit to a meshblock 
was required. In these cases, the extra visits were authorised by the local NRB supervisor. 

4.2.3 Fieldwork timing 
Most fieldwork was conducted after 4 p.m. on weekdays, or at weekends, to maximise the 
chances of finding the selected resident at home at the time of the call and to increase the 
chances of interviewing the selected respondent within the number of calls allowed to each 
dwelling. Interviewers working in rural locations were allowed to visit earlier in the day, at lunch-
time, as this was when they were likely to find respondents at home. 

Interviewers did a mix of weekday and weekend calls within each meshblock. Typically, trips to 
each meshblock were spread over an average of four weeks.  

4.3 General interviewer management 

4.3.1 Introduction 
Given the complexity of NZCASS, interviewers were given substantial project-specific training 
and briefing. NRB's standard interviewer selection and training procedures are outlined below, 
together with the nature of specific training and briefing required for the 2009 NZCASS. 

As with the previous NZCASS survey, close attention was paid to interviewer selection, bearing 
in mind the sensitive nature of some of the questionnaire and the necessary stringent ethical 
considerations. Respondents could also request an interviewer of the same gender or ethnicity, 
if they preferred. 

4.3.2 Recruitment 
NRB employed 180 interviewers on this project. New interviewers familiarised themselves with 
the Interviewers' Manual, and NRB’s Health and Safety Manual. A number of newly recruited 
interviewers had previous door-to-door interviewing experience. Interviewers who were new to 
door-to-door interviewing work were given extra training, and were assisted and monitored 
more actively by their supervisor. 

4.4 Interviewer training 

4.4.1 Pilot survey training 
The pilot survey commenced with interviewer and supervisor training sessions, in eight NRB 
supervisor areas around the country over the week of Saturday 27 September to Friday 3 
October 2008. Three main sessions were held in Auckland, Wellington and Christchurch, and 
five sessions with smaller interviewing teams were held in Whangarei, Hamilton, Rotorua, 
Gisborne and Dunedin. Twenty-six interviewers were trained and worked on the pilot survey, 
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and 11 supervisors managed these interviewers.32

4.4.2 General training – new interviewers 

  NRB researchers and/or field managers 
conducted these sessions; some of which were also attended by Ministry staff.  

All new interviewers completed a general one day training session prior to the specific NZCASS 
briefing.33

The specific topics introduced the new interviewer to market and social research and 
interviewing, and covered the following:   

  The broad topics covered included professional standards, administering the 
interview, succeeding with the respondent, supervision and auditing, and occupational and 
cultural considerations. The initial general training, including the specific topics mentioned 
below, is covered in the general Interviewers' Manual. 

 interviewer neutrality  
 questionnaires  
 question types  
 probing, use of show cards  
 meshblock enumeration  
 selecting households and respondents  
 tips for successfully working in a meshblock over the allowed time period  
 contacting respondents  
 'getting the interview' and response rates  
 confidentiality  
 laptop training and procedures  
 occupational safety and health  
 respondent safety 
 cultural empathy 
 paperwork.  

The use of other interviewer materials was also covered, such as what is included in meshblock 
and interviewer kits, and the correct use and presentation of survey-specific materials, such as 
brochures and letters.  

Interviewers were also briefed about the specifics of the NZCASS (see section 4.5.3). After new 
interviewers were briefed on NZCASS, a buddy system was used where interviewers were 
accompanied in the field by either their supervisor, or a more experienced interviewer, who 

                                                 
32 Eleven supervisors were used in eight areas, as three supervisors were based in Auckland and two in 

Christchurch. 
33 This depended on their previous experience with door-to-door interviewing work. New interviewers with 

significant previous door-to-door interviewing experience often covered this training in half a day. Similar to 
2006 training procedures, NRB also had general retraining, or refresher training modules, which were used 
at the discretion of the field manager or supervisor, where they deemed this to be appropriate for a particular 
interviewer. This training was given if there were issues relating to poor response rates and where it was 
clear that the procedures and/or methodology were not being correctly followed. Only a small number of 
interviewers were given this general retraining. 
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observed and provided on-the-spot assistance, advice and encouragement. This buddy system 
was in place until the interviewer was comfortable proceeding on their own (usually after one full 
day of being accompanied).  

4.4.3 NZCASS training and briefings – all interviewers 
Interviewer training sessions for the NZCASS were full, one-day sessions held from 13th of 
February to early March 2010. NRB maintained 29 area-based interviewing teams in 22 cities 
around New Zealand, and each team was led by a supervisor. Twenty-eight interviewer 
sessions were held throughout New Zealand.34

NRB researchers and/or field managers led interviewer sessions in Auckland, Wellington and 
Christchurch. Supervisors in these cities also attended these sessions. Sessions in provincial 
cities were led by the local NRB supervisor. All supervisors thoroughly familiarised themselves 
with NZCASS by carefully reading through the Interviewers Manual and by reviewing all field 
and interviewing materials.

  Interviewers could not start interviewing until 
training was completed. Hence, interviewing started in some areas before others. 

35

Ministry staff attended six of the sessions in both the larger cities and the smaller provincial 
cities. They presented some segments of the training, and contributed to the training throughout 
the day. The same training format was followed in all interviewer briefings. 

 Supervisors consulted with, and were assisted by, NRB field 
managers. 

The structure of the interview sessions was as follows: 
 Brief introduction to the survey 
 Background to the survey, including an overview of crime surveys and their use 
 Fieldwork method and paperwork: selection of dwellings and respondents (sampling and 

screening), completing paperwork, including the specific NZCASS sample, screening and 
wage sheets, and use of the survey brochures and letters 

 Questionnaire introduction and description. After a general introduction to the 
questionnaire, this included running through the laptop interview, by projecting the interview 
screen by screen,36 and highlighting particular questions and points to note. This focused 
on the hardest parts of the questionnaire, including complexities at the start of the Victim 
Form. The more complex parts of the questionnaire were also mentioned in detail in the 
NZCASS Interviewers Manual 

 Interviewer/respondent safety and cultural empathy 
 Interviewers formed into pairs to run through the interview on laptops, taking turns to role 

play interviewer and respondent 
 Question and answer time: feedback and answering questions arising from role plays. 

Many questions were also answered while interviewers were undertaking the role play.  

                                                 
34 Two Wellington-based teams combined for a briefing. 
35 Eleven supervisors were already familiar with NZCASS, having worked on the pilot survey ─ see section 

4.5.1. 
36 In some of the smaller centres, this was not projected; it was just viewed on screen. 
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Interviewers were instructed to complete 'dummy' or practice interviews after the training 
sessions with family and friends, to build up familiarity with the questionnaire, some of the 
complexities at the start of the CAPI Victim Form, and the administration of the self-completion 
section. 

4.5 Fieldwork/briefing materials 
The main reference document for briefings and fieldwork was a detailed Interviewers Manual. 
Other documentation and materials included the brochures, letters (see Appendix B), pens, 
thank you cards (see Appendix B), show cards, consent form, main and Mäori booster sample 
screening and sampling sheets, the outcome codes card, meshblock descriptions, meshblock 
maps, interview kits, and meshblock kits. 

To assist interviewers with answering respondents' queries and also persuading respondents to 
take part in NZCASS, a full-colour, four-page brochure was produced. This brochure introduced 
the survey and gave detailed answers to a number of common NZCASS questions. It was 
published in eight languages; English, Mäori, Samoan, Tongan, Cook Island Mäori, Chinese 
(Mandarin), Korean and Hindi. In addition, a letter from the Ministry (available in English and 
Mäori) introduced the survey and also included interview appointment details (see Appendix B).  

4.5.1 Thank you card and gift 
A good quality pen was offered to all respondents at the end of the interview as a small thank 
you gift. The pen did not include any branding. At the same time, a thank you card, was also 
offered to all respondents. The card was a full-colour, four-page card, in the same design as the 
NZCASS brochures. It included a list of contact phone numbers for support/helping agencies. 
Interviewers were instructed to offer the thank you card to all respondents so they did not have 
to judge which respondents may need assistance. Interviewers were also instructed not to leave 
the thank you card behind at a home, without offering the card directly to the respondent. This 
procedure was followed to ensure the safety of participants, given the use of Ministry of Justice 
branding on the card.  

4.6 Fieldwork issues encountered 
A telephone survey with similar subject matter was conducted in April – May 2009 in one 
district. This was the Rotorua District Council's 'Perceptions of Safety' survey. The Ministry, 
NRB and the research company conducting the survey on behalf of the Council liaised to 
ensure that the door-to-door and phone interviewers were not contacting households in the 
same suburbs or areas at the same time. NRB received no reports of any problems with regard 
to this issue. 

There were a few minor technical issues experienced with interviewers' laptops in the fieldwork 
period. These are discussed in Chapter 5. 

4.7 Interviewer area team progress 
Twenty-three interview teams achieved or exceeded the expected number of interviews. That 
is, each of these teams was at or above 100 percent of their final expected interview count. The 



THE NEW ZEALAND CRIME AND SAFETY SURVEY 2009:  TECHNICAL REPORT 
Fieldwork methods and interviewers 

Page 38 

remaining six interview teams completed from 90 percent to 99 percent of their expected 
interview counts. 
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5 Checks and audits 
This chapter outlines the checks and audits that NRB conducted for the NZCASS. It covers four 
areas: CAPI and CASI questionnaire checks, interview checks and validation, checks of 
interview data, and dataset checks. 

5.1 CAPI and CASI questionnaire checks 
The first series of checks involved rigorous checking of the CAPI/CASI questionnaire. This 
included checking the question phrasing, interviewer instructions, answer options, and in 
particular that all routing or skipping instructions were programmed correctly. As part of this 
checking process, many logic, consistency and range checks were programmed in the Blaise 
questionnaire script, or source code, to ensure the data was of high quality. 

These checks were of the two types which the Blaise programming language permits:  checks 
(or 'hard' errors), and signals (or 'soft' errors). Both checks and signals were programmed into 
Blaise prior to the fieldwork commencing. Checks required interviewers to change data that they 
had entered, whereas signals gave the interviewer the opportunity to check and possibly 
change data that they had entered. 

There were three different types of checks:  logic checks, consistency checks, and range 
checks. An example of each of these three checks is outlined below. Checks were used where 
an attempt had been made to enter an answer option which was not allowed, or where certain 
conditions were not met, and the data needed to be corrected. 

5.1.1 Logic checks 
A frequently used example of this in NZCASS was where a particular code (or sometimes 
codes) was unique, within the range of answers allowed for a multiple response question. 
Typically, this applied for a ‘Don't know’ response (code 98), which could not be used in 
combination with any other answer option. The message "The option 'Don't Know' cannot be 
selected together with other options!" would appear on the laptop screen, and then the data 
could be corrected. For example, ‘Don't know’ (code 98) was a unique code in Q49 "Where did 
the incident happen?" which was a question which allowed multiple responses. This check was 
also used in some questions for other similar answer options, such as ‘Refused, ‘No’ and 
‘None’, and for answers such as ‘Did not approach or contact any of these’ (code 13) in 
Q131.502. 

5.1.2 Consistency checks 
A number of related consistency checks were used in a small group of demographic questions, 
which ensured that data about the number of people in the household, the number of children in 
the household, and the household type were all consistent with each other.37

                                                 
37 These checks are described in the 2009 NZCASS questionnaire, questions 146a to 148. 
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5.1.3 Range checks 
For certain questions, the data had to be in a certain range. For example, in the variable 'PSU 
number', which was entered by the interviewer, the data had to be a four digit number in the 
range 1,001 to 2,000. Checks also ensured that the data entered was numeric, and contained 
neither spaces nor decimal points.38

Signals gave the interviewer the opportunity to check and, if necessary, change data that had 
been entered. That is, this type of error allowed the interviewer to ensure that certain data 
conditions were met. This was used was when conflicting responses were given to two different 
questions. For example, main and Mäori booster sampled home numbers were given different 
number set ranges,

 

39 and if the sample type selected (main or Mäori booster) conflicted with the 
home number already entered, a 'signal' error message appeared which allowed the interviewer 
to change the sample type40

5.2 Interview checks and validation 

. 

Checking of interviewers’ work was undertaken using five different auditing methods. These 
were paperwork, telephone, physical, face-to-face, and electronic audits. 

5.2.1 Paperwork audits 
Checks of interviewers' paperwork were undertaken throughout the period of the fieldwork to 
validate the authenticity of interviews. This covered checking meshblock maps, sampling 
sheets, respondent selection (screening) sheets and time sheets. Area maps were checked 
together with the sampling sheets to ensure that all designated dwellings were within map 
boundaries, and that the correct start point was used. Sampling sheets were checked to ensure 
that the correct household and respondent selection procedure had been used for both the 
main and Mäori booster samples, that the correct respondent had been selected, and that the 
sampling sheets were correctly completed. Sampling sheets were also matched against time 
sheets. The dates and times recorded on interviewers' sampling sheets were matched with 
electronic interview date and time data.  

A further field paperwork check was made for interviews which were out of frame, where 
interviewers did not follow the correct procedures in selecting sample households. In total, 14 
interviews were deleted because they were out of frame (12 from the main sample and two from 
the Mäori booster sample). Of these, eight interviews were deleted because interviewers had 
accidentally strayed outside their meshblock boundaries. The remaining six interviews were 

                                                 
38 More than one type of check could be used for one question. For example, logic and range checks were 

used in question 99, where a non-zero answer was expected in either the 'days' or 'hours' variable. Checks 
ensured that there was an answer, that the answer was in either the 'days' or 'hours' variable, that there was 
not an answer in both variables, and that the answer entered was not zero. 

39 Sampled home numbers in the main sample were in the range one to ten, and in the Mäori booster sample 
were in the range 11 to 26. 

40 The sampled home number variable was programmed so that it could not be modified. If the sampled home 
number entered was incorrect, the interviewer indicated this in the interviewer comments variable at the end 
of the interview, and this was corrected by NRB data staff. 
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deleted because interviewers contacted too many main sample households, and conducted 
interviews in households which should not have been contacted. 

5.2.2 Telephone audits 
Telephone audits, or telephone validation interviews, were conducted for a systematic selection 
of 20 percent of completed interviews per interviewer. The systematic selection was spread 
across the meshblocks that the interviewer had worked in. Supervisors audited 20 percent of 
interviews each week, per meshblock. In addition, for new interviewers, a 100 percent 
telephone audit was conducted for the first completed meshblock.  

The telephone audit covered the following:  confirming the household address, confirming that 
the respondent selection procedure was followed and the correct person had been interviewed, 
the interview length, that the show cards were used, that the interviewer keyed their answers 
into a laptop computer, that the respondents were asked to enter some of their answers into the 
laptop, and any additional comments about the interview or interviewer. 

5.2.3 Physical audits 
In addition to the telephone audits, which checked interviewed households, supervisors 
physically audited the accuracy of interviewers’ work in the un-interviewed households in each 
meshblock. Physical audits included the supervisor making a single trip to the interviewer’s 
meshblock area, walking around the meshblock and talking to either the eligible, but not 
interviewed resident (where possible), or other household residents. Walking around the 
meshblock area checked that both the enumeration and the drawing of the sample (household 
selection of the main and Mäori booster samples) had been carried out correctly. Talking to un-
interviewed eligible residents, or other household residents, verified the accuracy of the 
household outcomes that interviewers had recorded. This included outcomes where no 
interview had been conducted, such as the outcomes Unavailable, Not Eligible, Vacant, 
Language and Access Denied. Physical audits also gave supervisors the opportunity to conduct 
interviews in meshblocks with low response rates, which was undertaken in a small number of 
meshblocks. 

Physical audits by area supervisors were conducted on the first completed meshblock of new 
interviewers,41

5.2.4 Face-to-face audits 

 to ensure that the work of new interviewers met the required standard. In 
addition to this, supervisors physically audited the meshblocks of all interviewers at random 
throughout the duration of the survey. All interviewers had at least one of their meshblocks 
physically audited.  

Face-to-face audits were conducted to validate any suspect interviews. These were used for 
two interviewers as a result of outcomes from the electronic audits (see the description below). 
The face-to-face audits covered the same topics as the telephone audits, as described in 
section 5.2.2, but also allowed the opportunity for further questioning if needed.  

                                                 
41 Unless the meshblock was more than 60 km from the area supervisor's home, in which case the first 

completed meshblock by an interviewer within this 60 km range was audited instead. 
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5.2.5 Electronic audits 
Electronic audits of data such as interview durations and question timings were also carried out; 
that is, survey paradata42

Individual interviewer's performance was analysed with respect to interview durations, timing for 
specific questions, timing for groups of questions, any questions or interviews which appeared 
to be entered or conducted out of hours (between 9.30 p.m. and 8.00 a.m.), and analysis of 
long or frequent breaks within interviews.  

 was analysed. In particular, the electronic audits related to timings of 
interviews overall, and timings of sections of questions within the questionnaire. This data was 
analysed to check for outliers and anomalies that suggested problematic interviewer or 
questionnaire performance.  

Near the beginning of the fieldwork period, the electronic audits suggested that two newly 
recruited interviewers may have falsified some of their interviews. An investigation confirmed 
this was the case and the interviewers were immediately dismissed, and the falsified interviews 
were deleted from the dataset. Door-to-door validation interviews were conducted for all 
interviews done by these two interviewers.  

These electronic audits formed part of the checks of interview data described below, but are 
included in this section as they were part of the validation process. 

5.3 Checks of interview data 
NRB conducted a number of ongoing checks of interview data throughout the fieldwork period, 
and appropriate action was taken if any anomalies were discovered. Most of these checks were 
carried out on a weekly basis: 

 Each laptop needed a three digit 'computer number' for identification purposes. Interview 
data was checked to ensure this number was attached to each electronic interview record 

 Checks ensured that each laptop's date and time settings were correct by examining this 
data within each interview record 

 Checks were made on the use of code 97 (which means the incident occurred '97 times or 
more') in the victim screening questions (questions 28 to 43). There were just a few 
interviews which included this code. NRB consulted the Ministry on those interviews with 
incorrect data entries to determine appropriate action 

 Checks were carried out for interview completeness, to ensure the last question in the 
demographics section had been answered in all interviews. Incomplete interviews were not 
included in the dataset 

 Checks were made to detect interviews with very short interview durations. NRB defined 
this as a questionnaire duration less than 14 minutes.43  There were 13 interviews (0.2 % 
of interviews) which had legitimate questionnaire durations of 11, 12 or 13 minutes. As 
expected, none of these interviews44

                                                 
42 Survey paradata is information about the process of survey data collection. For further information about 

current developments with respect to survey paradata, please see (O'Reilly, 2009). 

 contained any CAPI or CASI Victim Form data 

43 This is the same as an interview duration less than 24 minutes. 
44  These 13 interviews were conducted by eight different interviewers. 
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 Checks were also made to detect interviews with unusually long interview durations. NRB 
defined this as questionnaire durations greater than 150 minutes.45  There were three 
interviews46 which had legitimate questionnaire durations longer than 150 minutes. These 
three interviews contained data for either two or three CAPI Victim Forms, and one also 
contained data for CASI Victim Forms 

 Checks were made on all interviews where code 7 (Refused) was used in Q44, in any of 
the three Victim Forms, as this code was new in 2009. NRB checked and resolved the 
queries relating to these interviews. Some of these refusals were found to be part of the 
same incident or a series of incidents, and the data for these Victim Forms was then coded 
to reflect this. There were 80 such interviews (1.3 % of interviews) in the NZCASS dataset 
(see Appendix C for analysis of these checks.) 

 Interviewers could record 'interviewer comments', such as feedback on specific questions, 
respondents concerns, and feedback for in-house NRB staff, in a field at the very end of 
the interview, after the self-completion section. These comments were all reviewed. 
Ministry staff advised NRB on how to resolve certain issues arising from these comments, 
such as suggested changes to interview data, or missing data 

 Interviews were checked to ensure that the following data were 'in agreement' with each 
other: the sampled home number, the main or Mäori booster sample selection, the ethnicity 
or ethnicities selected, the interviewer's comments (if any), and paperwork (sampling and 
screening sheets). There were just a few of these interviews where these data did not 
'agree', and these were all resolved into the correct sample, once paperwork had been 
received back from the field, and/or the interviewer comments field had been reviewed 

 Checks were undertaken for interviews which were in the Mäori booster sample, but where 
the respondent had not selected Mäori as one of their ethnic groups, and therefore the 
interview had been terminated near the beginning of the demographic questions. In total, 
during the interviewing period as a whole, seven interviews were deleted from the dataset 
for this reason. 

5.4 Preparing the dataset for analysis  
Three interim datasets were provided to the Ministry on the completion of 549, 1,965, and 3,013 
interviews, to check the quality of data provided. The 3,013 interviews were also provided to the 
statistical consultant in May, and in addition, weighting variables for 6,089 interviews were 
provided to the statistical consultant in mid-July to assist with weighting preparation. NRB ran 
checking procedures on the data throughout the process described above, to try to ensure that 
all interview and offence coding variables in the dataset were correct.  

CAPI and CASI Victim Form interview data was provided by NRB to the Victoria University 
Wellington (VUW) offence coding team, and then NRB merged the created offence codes onto 
the dataset. The Victim Form data was provided to the offence coding team in two batches; one 
batch of 3,103 interviews in mid-May, and the second batch in mid-July after the completion of 
6,106 interviews. NRB merged the offence codes into the dataset after each batch was coded. 

                                                 
45 This is the same as an interview duration greater than 160 minutes. 
46  These interviews were conducted by three different interviewers. 
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In mid-September, finalised interview data with both batches of offence codes were provided to 
the Ministry and the statistical consultant. The complete NZCASS dataset comprised four types 
of data, or groups of variables: 

 questionnaire and other associated interview variables47, provided by NRB 
 derived variables48 provided by NRB 
 offence coding variables, provided by the VUW offence coding team 
 weighting and other variables49

The statistical consultant ran an additional set of checks on the interview and offence coding 
data, to ensure that all Victim Forms that should have been assigned offence codes had indeed 
received them. These checks identified some errors in the completed dataset which were 
subsequently corrected. 

, provided by the NZCASS statistical consultant. 

Final data checking was conducted in early October 2009. NRB ran a set of programmed edit 
checks using SAS software, which checked the plausibility of frequency tables, compliance with 
skip instructions, and that all interview Victim Form data contained offence codes. Once 
completed the finalised interview and offence coding data was provided to the Ministry and the 
statistical consultant. 

In early November, NRB supplied the derived variables to the NZCASS statistical consultant, 
who then merged these variables on to the dataset. Subsequent to this, the weighting and other 
variables were merged on to the dataset by the statistical consultant, and further checks on the 
dataset were run by the statistical consultant and Ministry data staff. 

                                                 
47 Associated variables included, in particular, date and time stamps, four interview duration variables (CAPI, 

CASI, Exit, Overall), five ethnicity coding variables and two occupation coding variables. Ethnicity and 
occupation coding is described in Chapter 6. 

48  Derived variables included the statistically coded descriptions of respondent's occupations, recoded 
variables, such household composition and household size, and area variables, such as TLA (Territorial 
Local Authority) number, urban area number, and two different urbanisation categorisations. 

49   Other variables supplied included deprivation indexes and scores. 



 

Page 45 

6 Response rates and interview durations 
This chapter provides a detailed account of the response rates achieved for the 2009 NZCASS 
and comparisons are made where possible to the response rates achieved in 2006. The 
chapter also provides a detailed description and analysis of interview durations.  

6.1 Response rates 
The main sample, Mäori booster sample, and overall sample unweighted response rates for the 
1,000 NZCASS meshblocks are summarised in Table 6.1. The targeted response rate for the 
NZCASS was 62 percent (see section 6.4 for the calculations).  

Table 6.1: Summary of 2009 NZCASS response rates 

Sample Response 
Rate* 

Interviews Estimated 
Eligibles 

Dwellings 
Visited 

Main 70.6% 4,809 6,809.4 6,934 

Mäori booster 68.5% 1,297 1,893.4 14,008 

Overall 70.2% 6,106 8,702.8 20,942 

* The response rate is calculated by dividing the number of interviews by the number of estimated eligibles.  
In comparison, the response rate in the 2006 main sample was 59 percent, and in the 2006 
Mäori booster sample, it was 56 percent. The corresponding figures were 65 and 57 percent in 
the 2001 survey, and 56 percent and 66 percent in the 1996 survey. Response rates have thus 
varied between each of these surveys, as shown in Table 6.2. 

Table 6.2: Comparison of NZCASS response rates 

Sample 1996 2001 2006 2009 

Main 56% 65% 59% 71% 

Mäori booster 66% 57% 56% 69% 

Overall NS NS NS 70% 

NS = Not stated in the 2006 NZCASS Technical Report. 

 
The response rate calculations used by NRB in 2009 are not the same as those used in the 
previous surveys. The response rates between surveys are not directly comparable because of 
changes in the sample design50

                                                 
50  One of these changes to the sample design is detailed in section 6.9.1.  

 and differences in recording contact outcomes. In particular, 
the contact outcomes recorded in 2009 for ‘unavailable’ and ‘not available’ are not directly 
comparable with the ‘unavailable’ code recorded in previous surveys. Similarly, codes for 
respondents who were not able to be interviewed are not directly comparable. In 2009, 
‘Language’ and ‘Incapacitated (Infirm/Hospitalised)’ were used, whereas a single ‘respondent 
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not interviewable’ code was used in previous surveys. Although the response rates are not 
directly comparable, the comparison is shown here as the differences are thought to have had a 
relatively small effect.  

The 6,106 NZCASS interviews were conducted in 998 of the 1,000 meshblocks. One 
meshblock selected in the Tasman District was no longer residential (it is now industrial only), 
and in one meshblock containing apartments in Auckland City, the apartment manager denied 
the NRB interviewer access to the dwellings. 

Similar to the 2006 survey, respondents who completed all sections except for the self-
completion section were counted as complete interviews. Approximately 4 percent of the 6,106 
respondents did not complete the self-completion section (228/6,106). 

6.1.1 Mäori booster sample response rate  
The design of the Mäori booster sample changed from 2006 to 2009. In 2006, the Mäori booster 
sample was targeted towards areas of high Mäori incidence. In 2009, the Mäori booster sample 
was a ‘flat’ sample with probabilities proportional to the general population size. In 2006, NAUs 
(Nielsen Area Units) were excluded from the sampling frame for the booster sample where 
fewer than 5 percent of dwellings contained Mäori. This accounted for 3 percent of NAUs, but 
only 0.2 percent of Mäori households (Reilly & Sullivan, 2008:5). Using the contact outcomes 
data, the NZCASS statistical consultant adjusted the 2009 Mäori booster response rate to 66.6 
percent, to allow more direct comparisons between the 2006 and 2009 Mäori booster response 
rates. The adjusted Mäori booster response rate of 66.6 percent was calculated by weighting 
the response outcome data by Mäori household incidence, and excluding meshblocks that 
would have been excluded due to an incidence below 5 percent. This is 1.9 percent lower than 
the unweighted 2009 Mäori booster response rate for all meshblocks, of 68.5 percent. 

6.2 Sample numbers and completion percentages 
The total number of interviews completed at the completion of fieldwork (Sunday 5 July 2009) 
was 6,106. The number of main sample, Mäori booster sample, and overall sample interviews 
are shown in the table below, along with interviewing targets and completion percentages. 

Table 6.3: Interviews completed and targets by sample type 
Sample Number of 

interviews 
% of total Target % of target 

completed 

Main 4,809 78.8 4,030 119.3 

Mäori booster 1,297 21.2 1,409 92.1 

Total 6,106 100.0 5,439 112.3 

It is important to bear in mind that the targets shown here are based on the variables described 
previously. In particular, the targeted response rate of 62 percent for both samples, was one of 
the key factors in determining the target numbers. Given that a response rate of 71 percent was 
achieved in the main sample, the number of interviews completed exceeded the target. 
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6.3 Household contact outcomes 
Interviewers recorded the outcome of the final call to each sampled dwelling as a variable on 
their sampling sheets. These variables were then used in the response rate calculations. Please 
note that these were the final outcomes, as interviewers could call at a selected dwelling up to a 
maximum of 10 times. Table 6.4 provides the contact outcomes for the main and Mäori booster 
samples, and for the sample overall. 

Table 6.4: Household contact outcomes for main, Mäori booster and overall samples 
No. Contact Outcome Code Category Main 

Sample 
Mäori 

booster 
Sample 

Overall 
Sample 

1 Interview I A 4,809 1,297 6,106 

2 Not Eligible NE B 5 11,512 11,517 

3 Unavailable** U B 104 42 146 

4 No reply NR C 204 317 521 

5 Access denied/No access AD C 73 124 197 

6 Household refusal HR D or C 563 245 808 

7 Respondent refusal RR D 768 259 1,027 

8 Not available** NA D 226 134 360 

9 Appointment APT D 0 0 0 

10 Language++ L D 47 2 49 

11 Incapacitated 
(Infirm/Hospitalised) 

INC D 79 39 118 

12 Partial P D 9 7 16 

13 Other OTH D 47 30 77 

 Dwellings Visited+   6,934 14,008    20,942 

 Estimated Eligibles   6,809.39 1,893.39 8,702.78 

 Response Rate (%)   70.62 68.50 70.16 

 Vacant* V * 472 744     1,216***   

+ ‘Dwellings Visited’ was the sum of the 13 contact outcomes listed above. These were the occupied 
dwellings; the unoccupied dwellings (vacant dwellings) were listed separately. 

++ This referred to English language difficulties; that is, household members could not understand the 
interviewer or any of the printed brochures.  

* This contact outcome (V) was not included in either the response rate calculation or the calculation of 
(occupied) dwellings visited, but has been included in this table for completeness. Note also that the ‘out of 
frame’ (OOF) outcome was also excluded from the response rate calculations. There were 14 OOF 
outcomes (12 from the main sample and two from the Mäori booster). See Chapter 5 for more details. 

** The difference between these two outcomes (U and NA) is that Unavailable referred to usual residents who 
were living away from the household for the duration of the survey, whereas Not Available referred to 
selected usual residents who were not available for the interview at the time of call by the interviewer. 

*** This count was from all 1,000 'closed' meshblocks. It was 5.5 percent of all dwellings visited, both occupied 
and unoccupied (1,216/22,158). NRB's experience of door-to-door, nationwide surveys is that 5 percent to 
6 percent of dwellings visited are vacant, so this was in line with expectations. 
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6.4 Response rate calculations 
As noted previously, the response rate calculations used the outcome of the final call to each 
sampled dwelling that interviewers recorded on the sampling sheets. These outcomes were 
allocated to categories in the following manner for each of the PSUs in the sample, i = 1 to 
1,000. 

Table 6.5: Contact outcomes and categories 
Category Outcomes 

Interviews (ai) Interviews (I) 

Not eligible (bi) Not eligible (NE),  Unavailable (U)* 

Eligibility not established (ci) No reply (NR),  Access denied / No access (AD),  
Household refusal (HR) in Mäori booster sample* 

Eligible non response (di) Respondent refusal (RR),  Not available (NA), 
Appointment (APT),  Language (L), 
Incapacitated (INC),  Partial (P),  Other (OTH), 
Household refusal (HR) in main sample* 

* For main sample dwellings this outcome was included in the Eligible non response (di) category, for Mäori 
booster sample dwellings this outcome was included in the Eligibility not established (ci) category. 

 
An estimate of the eligible households within the PSU was calculated: 

 

ai + di +
ci × (ai + di)
(ai + bi + di)

 

The response rate was the number of interviews achieved divided by the estimated eligible 
households, as shown below. This was the formula for calculating the response rate for each of 
the main (Core) and Mäori booster (screened) sample components within each PSU 
(meshblock). 

 

ai

ai + di +
ci × (ai + di)
(ai + bi + di)

 

This reduced, or simplified, to the following: 

 

ai × (ai + bi + di)
(ai + di)(ai + bi + ci + di)

 

The response rate for a group of PSUs was the average of the response rate for the individual 
PSUs, weighted by the estimated eligible households within each. 

6.5 Response rate progress over time 
As the NZCASS fieldwork progressed, contact outcomes were entered into a database for each 
sampled home, and response rates on completed meshblocks (PSUs) were periodically 
analysed as the fieldwork progressed. 
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The response rates for the overall, main and Mäori booster samples varied within the 69 
percent to 78 percent range as the survey fieldwork progressed (see Appendix D1 for detail). 
The first 500 meshblocks were entered into the response rate database by 20 June, with the 
remaining 500 meshblocks entered from 21 June to 30 July. The response rates decreased 3 
percent for the overall, main and Mäori booster samples in July because most of the 
meshblocks with low response rates were entered into the response rate database in July. 

There was a relatively small percentage of meshblocks with low response rates (14 percent of 
all meshblocks had response rates of less than 50 percent), which lowered the response rate 
overall. This 14 percent is 142 meshblocks out of 998. 

6.6 Distribution of response rates for meshblocks 
Interviewers aimed to achieve a distribution of response rates for meshblocks (PSUs) near or 
above the overall response rate, and also with as few meshblocks as possible with low 
response rates (defined as being below 50 percent). A breakdown of the number of meshblocks 
in each response rate range is shown in Figure 6.1 (see Appendix 6.1. for more detail). 

Figure 6.1: Response rates by range for meshblocks* 

 
* 998 meshblocks are included in this figure. The two meshblocks where no interviews were conducted were 

excluded (see section 6.1 for the explanation). 

 
Interviewers achieved a response rate of 50 percent or higher in 86 percent of all meshblocks, 
and a response rate of less than 50 percent in 14 percent of meshblocks. Interviewers achieved 
a response rate of 70 percent or higher in 58 percent of meshblocks, and a response rate of 
100 percent in 10 percent of meshblocks. 
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6.7 Distribution of response rates for interviewers 
Figure 6.2 shows the distribution of response rates by interviewer. 

Figure 6.2 Response rates by range for interviewers* 

 
* 175 interviewers are included in this chart51

 
 

A response rate of 50 percent or higher was achieved by 92 percent of interviewers, and a 
response rate of less than 50 percent was achieved by 8 percent of interviewers. A response 
rate of 70 percent or higher was achieved by 55 percent of interviewers. 

Response rates did not differ markedly based on the interviewer's experience working with 
NRB, and it was noted that there was a similar outcome in 2006 (Reilly & Sullivan, 2008). 
Similar to 2006, interviewers were categorised into four groups, based on their experience 
working as CAPI/face-to-face interviewers for NRB, and from least to most experience the 
response rate for each group was 69 percent, 70 percent, 68 percent and 72 percent52

6.8 Response rates by area (Statistics NZ region) 

. 

A relatively even distribution of response rates across New Zealand was desirable, rather than 
high response rates in some areas and low response rates in other areas, although some 

                                                 
51 As mentioned in section 4.1, 180 interviewers conducted interviews for NZCASS. Five interviewers were 

excluded from this figure, as they conducted insufficient interviews to have the response rate for a 
meshblock attributed to them. Four of these interviewers conducted just one interview each in four different 
meshblocks, and one interviewer conducted three interviews in two meshblocks. The response rate for 
these six meshblocks was attributed to the main interviewer who worked in each meshblock. 

52 This analysis does not take into account the number of years experience that interviewers (new interviewers 
in particular) may have had working as CAPI/face-to-face interviewers prior to working for NRB. Some 
interviewers new to NRB had worked on the 2006 NZCASS, the 2001 NSCV and even the 1996 NSCV. In 
addition, this grouped response rate analysis does not separate out more qualitative response rate factors 
relating to the interaction between an individual interviewer and each respondent, the ‘persuasiveness’ of 
each interviewer and the rapport that is established with each respondent both prior to and during each 
interview. 
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variation was expected. To analyse response rate distribution, the Statistics New Zealand 
Region variable was chosen (see Table 6.6.) 

Table 6.6: Response rates by region 
Region 
number 

Region Number of 
interviews 

Number of 
meshblocks 

(PSUs) 

Overall 
sample 

response rate 
(%) 

01 Northland 243 38 62 
02 Auckland 1,788 298+ 72 
03 Waikato 601 95 68 
04 Bay of Plenty 492 66 70 
05 Gisborne 76 10 68 
06 Hawke's Bay 276 37 74 
07 Taranaki 126 28 56 
08 Manawatu – Wanganui 374 57 72 
09 Wellington 689 115 68 
16 Tasman 53 11+ 67 
17 Nelson 61 12 62 
18 Marlborough 52 11 64 
12 West Coast 48 8 80 
13 Canterbury 789 138 72 
14 Otago 301 51 75 
15 Southland 137 23 78 
 Overall 6,106 998+ 70 

+ In two selected meshblocks (within Auckland City and Tasman District) there were no interviews conducted 
(see section 6.1).  

6.9 Maximising the response rate  
As noted in the 2006 Technical Report, a decline in response rates in voluntary surveys has 
been evident in recent years across a number of surveys and in a large number of countries. To 
maximise the response rate for the 2009 survey, the following factors or initiatives were 
implemented:  

 using a high maximum number of calls (10) to each dwelling (household) 
 spreading these (up to 10) calls on different days, and at different times of the day 
 using  a minimum of five visits to each meshblock 
 using well-designed publicity and promotional materials. In particular, the design and use of 

a four page, colour information brochure, in a question and answer format (see chapter 5) 
 a letter signed by the Secretary for Justice was provided in English or Mäori, which gave 

key details about the survey, and included appointment details for scheduled interviews  
 potential respondents could request an interviewer of the same gender or ethnicity as 

themselves, and change appointment times 
 0800 numbers for the Ministry of Justice, National Research Bureau, and the Victims of 

Crime Information line were prominently displayed on the brochure and letter. The Victims 
of Crime website (www.victimsinfo.govt.nz) was also shown on the brochures 
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 respondents were informed about where and when they would be able to find the survey 
results 

 promotion of the survey in newspapers and websites to increase awareness of the survey 
and provide evidence of authenticity 

 interviewers with low response rates were identified, retrained and monitored. 

6.10 Response to the self-completion section 
As previously noted, the self completion section covered incidents of a sensitive or confidential 
nature. Topics covered were violence by a partner, violence by people you know well, and 
sexual incidents.  

Similar to the 2006 survey, respondents who completed all sections except the self-completion 
section were counted as complete interviews. Ninety-six percent of respondents completed the 
self-completion section (5,878/6,106). That is, 5,878 respondents answered the last self-
completion question (Q370.444). For detail on completed CAPI forms see Appendix D3.  

Approximately 4 percent of the 6,106 respondents did not complete the self-completion section 
(228/6,106). Most of these respondents (207) did not attempt to answer any questions in the 
self-completion section, and a smaller number of respondents (21) answered some, but not all 
of the self-completion questions. In comparison, 6 percent of respondents in the 2006 NZCASS 
refused to complete the self-completion sections (Reilly & Sullivan, 2008). 

In 2009, refusals in the self-completion section were disproportionately from older respondents:  
7 percent of those aged 60 or older refused (104/1,559), compared to 2 percent of those aged 
15 to 59 (100/4,538).53

The most common reasons respondents gave for refusals were that they were too busy, or they 
had given enough of their time already, they were too tired, the questions were too personal, or 
were no one else's business, just not wanting to answer, and concerns, or lack of confidence, 
about using a laptop computer. 

  In comparison, in 2006, 11 percent of those aged 60 or older refused, 
and 5 percent of those aged 15 to 59 refused (Reilly & Sullivan, 2008). 

The following factors may explain why the self-completion refusal rate in 2009 was lower than in 
2006: 

 the New Zealand population in general has greater familiarity with and confidence using 
(laptop) computers compared to 2006 

 it is possible that the CAPI interview length was shorter in 2009 than in 2006. The overall 
interview length in 2009 was 49 minutes, and 52 minutes in 2006. It is thus possible that 
the CAPI component was shorter in 2009 (the 2009 mean CAPI duration was 27 minutes – 
see Table 6.8). 

                                                 
53 Three ‘missing’ respondents refused to state their age group and were not included in this age analysis. Age 

was analysed from the 207 respondents (3.4 percent - see above) who did not answer any self-completion 
questions:  100 aged 15 to 59 years, 104 aged 60 or older, and three who refused to state their age group. 
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6.11 Interview durations 
The mean interview duration for the 6,106 NZCASS interviews was 49 minutes in 2009. In 
comparison, the reported average interview length in 2006 was 52 minutes, and 47 minutes in 
2001 (Reilly & Sullivan, 2008).  

Questionnaire durations were timed within each laptop from the keystroke entry of the first item 
of information to the last of those items specifically integral to the questionnaire. 

However, the interview duration also includes the consent form procedure, explanation of 
showcards and similar prequestion time, and the interview closing and disengagement. This 
pre-interview and post-interview time combined was averaged at 10 minutes and added to the 
laptop questionnaire duration, to calculate the interview duration. This method of interview 
calculation was the same as that used for the 2006 NZCASS (Reilly & Sullivan, 2008). 

In general, durations shown in this section are interview durations. Questionnaire durations are 
also shown in some tables (see Appendix D3). 

Table 6.7 shows interview durations by range. There was a wide variation in the interview 
duration: 6 percent of interviews were less than 30 minutes, 74 percent were 30 to 59 minutes, 
and 20 percent were 60 minutes or longer.  

Table 6.7: Interview duration by range 
Interview range 

(duration in minutes) 
Frequency % 

0–29 358 5.9 
30–39 1,717 28.1 
40–49 1,716 28.1 
50–59 1,102 18.0 
60–69 554 9.1 
70–79 313 5.1 
80+ 346 5.7 
Total 6,106 100.0 

The mean durations for the CAPI/CASI questionnaire sections are summarised in Table 6.8. 

Table 6.8: Mean durations by questionnaire section and sample type 
 Questionnaire/Section of 

questionnaire 
Booster 
sample 

(minutes) 

Main 
sample 

(minutes) 

Total sample 
(minutes) 

 CAPI mean duration 28.9 26.7 27.2 
Plus CASI mean duration 9.6 8.6 8.8 
Plus Recontact/Exit mean duration 2.7 2.8 2.8 
Equals Questionnaire mean duration 41.2 38.1 38.8 
Plus Getting settled and disengaging with 

the respondent at close of interview 
10.0 10.0 10.0 

Equals Interview mean duration 51.2 48.1 48.8 

Included in the CASI mean duration were respondents who did not complete this section 
(approximately 4 percent of the 6,106 respondents). 
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6.12 Mean durations by the number of CAPI Victim Forms 
completed 

This section outlines the mean interview durations for the number and percentage of 
respondents completing each of the CAPI Victim Forms, and by the number of CAPI Victim 
Forms completed.  

For the purposes of this analysis of mean durations, a CAPI Victim Form (VF) was defined as 
completed, if the last VF question (Q138) was answered;  that is, Q138_1 for CAPI VF 1, 
Q138_2 for CAPI VF 2, and Q138_3 for CAPI VF 3. 

This definition was used as it meant that the entire CAPI Victim Form had been completed (all 
questions in the VF had been answered). Otherwise, a ‘same’ or ‘series’ VF could qualify as a 
completed VF, but in these VFs nearly all of the questions were not asked, so including these 
VFs as completed may have given a misleading impression of the completed VF mean 
interview durations. 

Table 6.9 shows the number and percentage of respondents who completed each

All of the completed victims forms went through an offence coding process to determine 
whether the incident detailed in the Victim Form was a crime and in the survey scope (eg, that 
the incident was a personal or household crime). Therefore, the count of completed Victim 
Forms provided in the tables below does not equal the number of people victimised.  

 of the three 
CAPI Victim Forms, using the above definition.  

Table 6.9: Number and percent of respondents completing each of the CAPI Victim 
Forms 

CAPI Victim Form number completed Frequency % 

CAPI VF1 2,601 42.6 
CAPI VF2 1,093 17.9 
CAPI VF3 545 8.9 

Table 6.10 compares the mean interview durations by the number of CAPI Victim Forms 
completed, which is then broken down by sample type (Main, Mäori booster and Overall). It is 
important to note that in Table 6.10 the completion of one CAPI VF does not necessarily mean 
the first CAPI VF was completed, as it does in Table 6.9. A single CAPI VF could have been 
completed in any one of the three VFs. Ninety-eight percent of all interviews containing one 
completed CAPI VF completed this VF in the first VF (1,456/1,491), with just under a further 2 
percent completing the second VF (24/1,491), and the remainder completing the third VF 
(11/1,491). 

Similarly, the completion of two CAPI VFs did not necessarily mean the first and second CAPI 
VFs had been completed. Two CAPI VFs could have been completed in any two of the three 
VFs (first and second, first and third, or second and third). Eighty-six percent of all interviews 
containing two completed CAPI VFs completed these VFs in the first and second VF (625/729), 
with a further 12 percent completing the first and third VFs (90/729), and the remaining 2 
percent completing the second and third VFs (14/729). 



T HE  NE W ZE AL AND C R IME  AND S AF E T Y  S UR V E Y  2009:   T E C HNIC AL  R E P OR T  
Response rates and interview durations 

Page 55 

Table 6.10: Comparison of frequencies, percentages and mean interview durations, by 
the number of CAPI Victim Forms completed  

CAPI 
Victim 
Forms 
completed 

Main sample Mäori booster sample Overall sample 
N= % Mean 

duration 
N= % Mean 

duration 
N= % Mean 

duration 

0 2,822 58.7 41.2 634 48.9 42.2 3,456 56.6 41.4 
1 1,157 24.0 52.3 334 25.8 53.3 1,491 24.4 52.5 
2 538 11.2 61.5 191 14.7 62.8 729 11.9 61.8 
3 292 6.1 73.9 138 10.6 71.5 430 7.1 73.1 
Overall 4,809 100.0 48.1 1,297 100.0 51.2 6,106 100.0 48.8 

The key determinant of any given interview duration was the number of CAPI Victim Forms 
(VFs) that have been completed in that interview, as each of the three (maximum) possible 
CAPI Victim Forms contained a number of questions (Q44 to Q138). 

In general respondent burden increases as more CAPI VFs are completed. However, 
respondents generally accepted the length of the questionnaire, although some respondents 
who completed two, or especially, three CAPI VFs were irritated with the repetitive (although 
necessary) nature of the Victim Form questions. 

Table 6.11 compares the mean interview durations by the number of CAPI Victim Forms 
completed for the 2006 and 2009 surveys. 

Table 6.11: Comparison of frequencies, percentages and mean interview durations, by 
the number of CAPI Victim Forms completed in the 2006 and 2009 NZCASS 

CAPI Victim 
Forms 
completed 

2006 Survey 2009 Survey 

N= * % Mean 
duration 

N= % Mean 
duration 

0 3,304 61 44 3,456 57 41 
1 1,029 19 56 1,491 24 53 
2 379 7 66 729 12 62 
3 704 13 75 430 7 73 
Overall 5,416 100 52 6,106 100 49 

* These are approximate interview numbers, calculated from percentage figures in the 2006 Key Findings 
Report (Mayhew & Reilly, 2007:46) 

6.13 Mean interview durations by the number of CASI Victim 
Forms completed 

In Tables 6.12 and 6.13 a self-completion (CASI) Victim Form was defined as completed if the 
last Victim Form question had been answered, which therefore meant all questions in the Victim 
Form had been answered. The last questions were Q224 for CASI VF 1, Q287 for CASI VF 2, 
and Q370 for CASI VF 3.  

Table 6.12 shows the number and percent of respondents who completed each of the three 
CASI VFs, while Table 6.13 shows the mean interview durations by the number of self-
completed VFs. 
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Table 6.12: Number and percent of respondents completing each of the CASI Victim 
Forms 

CASI Victim Form number 
completed 

Frequency % 

CASI VF1 311 5.1 
CASI VF2 377 6.2 
CASI VF3 152 2.5 

Table 6.13: Mean interview durations by the number of CASI Victim Forms completed 
Number of self-completed 
Victim Forms completed 

Frequency % Mean duration 

0 5,397 88.4 46.9 
1 586 9.6 60.7 
2 115 1.9 73.5 
3 8 0.1 90.0 
All (0, 1, 2 or 3) 6,106 100.0 48.8 
One or more (1, 2 or 3) 709 11.6 63.1 
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7 Classifications and coding 

7.1 Classifications and standards 
The value of statistical data is maximised through the use of common frameworks, standards 
and classifications.54

Occupation classifications: 

  A number of official classifications and standards were used in the 2009 
NZCASS, including: 

 Statistical Standard for Occupation 2002 
 New Zealand Standard Classification of Occupations [NZSCO] 1999 (coded to 4 digits). 

Socioeconomic classification:55 
 New Zealand Socio-Economic Index [NZSEI] 1991 and 1996 (both as the original two digit 

score, and collapsed into six groups56

Ethnicity classifications: 

 for cross-tabulation). 

 Statistical Standard for Ethnicity 2005 
 Standard Classification of Ethnicity 2005 (coded to 2 digits with one addition; see section 

7.3.2). 

Area classifications: 
 Territorial Authority Classification 2006 
 Urban Area Classification 2006 
 Police District 2006 (used for each of the 12 Police Districts) and Police Station Area 2006 

(used to calculate an overall crime rate for weighting purposes, as described in Chapter 8). 

Other classifications: 
 Statistical Standard for Usual Residence 2008 
 New Zealand Index of Deprivation [NZDep] 2006 and 2001 (not official, but independent 

and widely used). 

All of these except NZDep,57 Police District58 and Police Station Area are documented on the 
Statistics New Zealand website.59

                                                 
54 Principle 4 (Coherence) of the Official Statistics System Statement of Principles: 

 

www.statisphere.govt.nz/about-official-statistics/official-statistics-principles/principle-4.aspx. See also, in 
general:  www.statisphere.govt.nz/about-official-statistics/official-statistics-principles.aspx 

55  Although NZSEI was produced for the 2009 survey, it was not used in the analysis.  
56 NZSEI 1991 was used in the 2001 and 2006 surveys. The groups used for NZSEI were 70–90, 60–69, 50–

59, 40–49, 30–39, and 10–29. 
57  Salmond, C & Crampton, P (2002). NZDep2001 Index of Deprivation. Wellington: Ministry of Health. 

URL http://www.moh.govt.nz. 
58 www.police.govt.nz/district/index.html 
59 www.stats.govt.nz/methods_and_services/surveys-and-methods/classifications-and-

standards/classification-related-stats-standards.aspx 

http://www.statisphere.govt.nz/about-official-statistics/official-statistics-principles/principle-4.aspx�
http://www.moh.govt.nz/�
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7.2 Derived and recoded variables 
Four variables were derived and three variables were recoded. These are outlined below, and 
are defined in further detail in the NZCASS data dictionary (available from the Ministry of 
Justice, upon request). 

7.2.1 Derived variables 
A variable was derived from the dwelling tenure and landlord variables, classifying households 
into the following five categories: rent from a private landlord, rent from a non-private landlord, 
rent but do not know or refused to state landlord, own the dwelling, and a residual category for 
respondents who did not own or rent, or who did not know or refused to state the dwelling 
tenure. 

The Territorial Authority Classification 2006 was used to classify NZCASS meshblocks into 
each of the 72 Territorial Authorities in which they were located, and from this a NZCASS region 
variable was derived. This variable defined three broad regions for New Zealand: the Upper 
North Island, Lower North Island and South Island (full details are provided in the data 
dictionary).  

The Urban Area Classification 2006 was used to classify NZCASS meshblocks into each of the 
140 Urban Areas in which they were located, and from this two urbanisation variables were 
derived. The first of these variables classified meshblocks into five categories: Auckland, Other 
Metropolitan Cities, Other Major Urban Areas, Secondary Urban Areas, and Minor Urban Areas 
& Rural Areas (full details are in the data dictionary).  

The second of these variables recoded the first variable into three categories: Auckland, Other 
Major Urban Areas, and Other areas. The category 'Other Major Urban Areas' combined ‘Other 
Metropolitan Cities’ and ‘Other Major Urban Areas’ from the first variable, and the category 
'Other areas' combined ‘Secondary Urban Areas’ and ‘Minor Urban Areas & Rural Areas’ from 
the first variable. 

7.2.2 Recoded variables 
The household composition survey question (question 148), was recoded to create a second 
household composition variable. This recoded variable contained seven categories: one person 
living alone, solo parent with child/children, couple without children/children not living at home, 
couple with child/children, extended family/whanau, flatmates, and family, other combination. 
There were two differences between this variable and the question 148 variable. These were 
that the numerical categories (codes) for ‘Flatmates’, and ‘Family, other combination’ were 
swapped, and that the ‘other’ and ‘refused’ responses from question 148 were not included in 
the recoded variable. 

Question 146a, on household size, was recoded to create a second household size variable. 
This recoded variable contained four categories: one person, two people, three or four people, 
and five or more people. ‘Don't know’ and ‘refused’ responses from question 146a were coded 
as missing values.  
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Question 161, on the respondent's perception of how well their household was managing on 
their total household income, was recoded to create a second ‘managing on income’ variable. 
This variable recoded the three categories from question 161 into two categories: ‘managing 
quite well” and ‘not managing so well.’ The category 'not managing so well ' combined ‘just 
getting by, unable to save if wanted to’ and ‘getting into difficulties’ from question 161. "Don't 
know" and "refused" responses from question 161 were coded as missing values. 

7.3 Coded variables 
NRB completed the following three types of coding: 

7.3.1 Occupation coding 
Information given in relation to the main income earner’s occupation was coded for 
socioeconomic classification. For the 2009 survey, socioeconomic classification was done using 
the New Zealand Socio-Economic Index (or NZSEI). This was a two-stage process. First, NRB 
coded the open-ended verbatim responses to questions about occupation and the main tasks in 
the occupation60 to level 4 (four digits) of the New Zealand Standard Classification of 
Occupations [NZSCO] 1999 (Statistics New Zealand, 2001).61 Second, these codes were 
converted by the NZCASS statistical consultant into NZSEI scores using a concordance 
available from Statistics New Zealand.62

7.3.2 Coding of ethnicity responses 

 NZSEI scores ranged from 10 to 90, and were 
collapsed into six groups for tabulation purposes.  

NRB coded responses to the ethnicity questions63 to level 2 (two digits), using the Standard 
Classification of Ethnicity (2005).64  Most ethnicity responses matched pre-coded answer 
options, but there were also a number of 'Other' ethnicities specified. All ethnicity responses, 
both precoded and specified, were coded to the level 2 codeframe. An addition to this 
codeframe was a separate code assigned to responses of ‘New Zealander’ and/or ‘Kiwi’, even 
though the official standard only includes this code at level 4 (five digits).65

Where a respondent mentioned two ethnicity responses that could be coded using the same 
two digit code, this code was only included once, to ensure that ethnic groups were not over-
represented, within the context of the two digit coding framework. For example, two 

 These were 
combined with European responses in the Main Findings Report.  

                                                 
60 Questions 157 to 160. 
61 The coded data contains occupation codes in the range 1111 to 9999. This coding is included as two 

variables, called Q157Code and Q159Code, in the NZCASS dataset. 
62 For the few NZSCO 1999 codes that did not have a unique NZSEI score, the average of the possible values 

was taken. 
63 Questions 151, 151a, 151b and 151.457. Questions 151, 151a, 151b were multiple response questions, and 

151.457 was a single response question. 
64 The coded data contained 21 codes in the range 10 to 95. This coding included five variables in the 

NZCASS dataset, called ethnicCode1 to ethnicCode5. Five was the maximum number of ethnicity 
responses mentioned, using this codeframe. 

65 Code 62 was assigned to this two digit codeframe, and the official standard assigns these responses as 
code 61118. Twenty-eight of the 6,106 respondents mentioned this as one of their ethnicity responses. 
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respondents mentioned English and French amongst their responses:  both of these are code 
12, which is ‘Other European’, and so this code was included only once. 

7.3.3 Back-coding from ‘Other Specify’ responses 
No new codes were created. Where a verbatim comment in an 'Other Specify' response 
matched a precoded answer option, NRB staff back-coded the comment into the correct 
precoded option. However, for most ‘Other Specify’ responses, this was not the case, and so 
they were left as 'Other Specify'.  

In all cases, open-ended verbatim responses were typed directly into the laptop, and 
subsequently coded by NRB coding staff in the office rather than by interviewers in the field. 

7.4 Classifying incidents 
The classification of offences was undertaken separately by Victoria University after the 
fieldwork was completed. Incidents had to meet legal definitions of criminal behaviour to be 
counted. Full details of the offence coding procedures are described in the Coding Manual.66

Classification of offences was based on the responses in the CAPI and CASI Victim Forms, 
including a short description in the respondent’s own words (except for sexual offences). It also 
drew to some extent on which screener question was answered affirmatively. 

 

The coding was conducted in much the same way in the 2009 and 2006 surveys, but the 1996 
and 2001 surveys were coded somewhat differently (see Reilly and & Sullivan, 2008).  

Table 7.1 shows the 2009 survey offence codes alongside the corresponding codes from the 
previous surveys. It also shows whether they had a personal (P) or household (H) weight, which 
depended on the nature of the offence.67

                                                 
66  The Coding Manual is available from the Ministry of Justice on request.  

 Offences excluded from the survey count are also 
shown. 

67 Weights used remained the same between the 2006 and 2009 surveys, but there were changes to the 
weights between 2001 and 2006. 
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Table 7.1: Offence codes 
 1996 

Offence 
codes 

2001 
Offence 
codes 

2006 
Offence 
codes 

2009 
Offence 
codes 

2009 
Weight 

Not 
counted 

Sexual violation of women 1 1 1 1 P  
Sexual violation of men 2 2 2 2 P  
Incest 3 3 3 3   
Indecent assault 4 4 4 4 P  
Indecent exposure 5 5 5 5   
Grievous assaults 6 6 6 6 P  
Other assaults 7 7 7 7 P  
Abduction/kidnapping 8 8 8 8 P  
Robbery 9 9 9 9 P  
Theft from person 10 10 10 10 P  
Burglary (old definition)68 11  11 11 11 H  
Burglary (new definition) - - 41 41 H  
Theft from inside home (right to be there) 12 12 12 12 H  
Theft from outside home, over $10 13 13 13 13 H  
Taking/conversion motor vehicle 14 14 14 14 H  
Unlawful interference/getting into motor vehicle 15 15 15 15 H  
Theft from motor vehicles 16 16 16 16 H  
Taking/conversion/unlawful interference with bicycle69 17  17 17 17 H  
General theft of personal property 18 18 18 18 P  
Arson 19 19 19 19 H  
Wilful damage to household property (new)70 20  20 27 27 H  
Wilful damage to personal property (new) 20 20 28 28 P  
Threatening to kill/assault/threatening behaviour 21 21 21 21 P  
Threatening to damage personal property (new) - - 29 29 P  
Extortion/blackmail 22 22 22 22   
Unlawfully in building (no intent to commit offence)  23 23 23 23   
Peeping Toms, lurking etc 24 24 24 24   
Fraud - 25 25 25   
Damage to motor vehicles 20 26 26 26 H  
In scope, but not able to tell which offence  

8871

 
 

 

88 
 

85 85   
Not an offence 86 86   
Offence not in scope 87 87   

                                                 
68  The legal definition of burglary changed between the 2001 and 2006 surveys. The current definition covers 

thefts from enclosed yards, which may have been included under Code 13 before, and does not require 
forced entry. Thus, a new code was added in 2006 for the new definition. The old code was retained to allow 
comparisons with previous surveys. 

69  Bicycle theft was treated as a personal offence in 1996 and 2001, so (in theory) thefts of bicycles belonging 
to other household members were excluded. Also many bicycles were stolen from outside the house, and 
should in principle have been given Code 13, but were coded as bicycle theft. In 2006 and 2009, bicycle 
thefts were treated as a household offence. 

70  In the 1996 and 2001 surveys, Code 20 covered wilful damage in general. This included damage to both 
household and personal property in 2001. Damage to motor vehicles was also included in Code 20 in 1996. 

71  ‘Not relevant’ codes were only added to the 1996 data during analysis of 2001 survey data. Prior to that, 
these incidents were simply omitted from the dataset, and no imputation was conducted to adjust for their 
removal. 



 

Page 62 



 

Page 63 

8 Survey weights 
This chapter describes the methods used to produce weights for the 2009 NZCASS. Weights 
are usually applied to sample survey data during its analysis to adjust for factors such as 
differential selection probabilities, non-response patterns and sample skews relative to 
population figures. The 2009 NZCASS is no exception.  

The sample design for the 2009 NZCASS covered four levels: meshblocks, households,72

8.1 Household weights 

 
people, and victimisation incidents. Weights have been calculated to enable analysis of the 
2009 NZCASS data at three of these levels: households, people, and incidents. These weights 
incorporate adjustments for each of the factors listed above. Household weights are the 
simplest and are dealt with first, followed by person weights and finally incident weights. 

Initial household weights were calculated as the reciprocal of each household’s estimated 
probability of inclusion in the sample, across both the Mäori booster sample and the main 
sample. (Person weights were calculated using a similar process.) The inclusion probability for 
household i was calculated as follows: 

 

pi = P household i included( )
= P household i selected and eligible( )

= pi,sri,s
s=1

2

∑

 

where 

 

pi,s is the probability that household i was selected for sample s and 

 

ri,s is the probability 
that household i was eligible for sample s. (The main sample and Mäori booster sample are 
indexed by s = 1 and 2 respectively.) 

One thousand meshblocks were selected systematically with unequal probabilities that were 
proportional to the number of occupied private dwellings they contained according to the 2006 
Census.73

Ddm1000
  So the probability of selecting a meshblock m that contained dm occupied private 

dwellings according to the 2006 Census is , where D was the number of private 

occupied dwellings in the sampling frame according to the 2006 Census. 

A fraction of the occupied private dwellings in each selected meshblock m were approached, 
with every xth such dwelling being approached as part of the main sample (up to a maximum of 
10). Here xm was calculated as the number of occupied private dwellings the meshblock 
contained at the 2006 Census (denoted dm), divided by 6.5.74

                                                 
72 The term “household” is used here as a shorthand for ‘private occupied dwelling’. This differs from the 

official definition of household used by Statistics New Zealand. 

  The interviewer also enumerated 
all occupied private dwellings in the meshblock at the time of selection. The probability that 

73 Meshblocks with fewer than nine occupied private dwellings were excluded from the sampling frame, as 
were meshblocks in inlets, waterways, and on islands other than Waiheke Island and the North and South 
Islands. 

74 As explained in Chapter 2 (Sampling methodology), the figure of 6.5 was derived by dividing the target main 
sample size (4030) by the number of meshblocks selected (1000) and the expected response rate (62%). 
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household i within meshblock m was selected for the main sample, assuming meshblock m had 

been selected, was therefore

 

min 1 xm , 10 em( ), where em is the number of occupied private 

dwellings enumerated by the interviewer in meshblock m.  

As a result, the probability 

 

pi,1 that each occupied private dwelling was selected for the main 
sample was  

 

pi,1 = P household i selected for main sample( )

= P meshblock m selected( )P
household i selected for main sample 
within meshblock m

 

 
 

 

 
 

=
1000dm

D
min

1
xm

,
10
em

 

 
 

 

 
 

=
1000dm

D
min 1

dm

6.5
 

  
 

  
,
10
em

 

 
 
 

 

 
 
 

 

where 

 

.[] denotes the rounding operator, which returns the nearest integer to its argument. 
Most occupied private dwellings thus had approximately the same probability of being 
approached for the main sample, which is similar to the outcome of the sample design used in 
the 2006 NZCASS. Meshblocks where the number of dwellings changed substantially are the 
main exception. 

Another 18 dwellings were selected for the Mäori booster sample in each meshblock (or less 
than 18 dwellings if the meshblock did not contain this many after excluding those dwellings 
selected for the main sample). The probability 

 

pi,2 that each occupied private dwelling was 
selected for the Mäori booster sample was  

 

pi,2 = P household i selected for booster sample( )

= P meshblock m selected( )P
household i selected for booster sample
within meshblock m

 

 
 

 

 
 

=
1000dm

D

min(18, em 1− min 1 dm
6.5[ ], 10

em( ) 
 
  

 
 )

em

 

These differ substantially from the selection probabilities in the 2006 NZCASS. Analysing the 
data using the survey weights ensured this did not affect comparisons between the two surveys' 
results. 

The second element of the household inclusion probability formula is the probability that a 
household was eligible for each sample. All households in the dataset were eligible for the main 
sample, ie, the probability of eligibility for the main sample 

 

ri,1 is always 1. Household eligibility 
for the Mäori booster sample is determined by whether there were any Mäori aged 15 or more 
living in the household; ie, 

 

ri,2  is 1 if the household contains any Mäori aged 15 or more, and is 
0 otherwise. However, 14 non-Mäori respondents gave responses of ‘Don't know’ or ‘Refused’ 
when asked how many Mäori aged 15 or more lived in their household. Logistic regression was 
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used to estimate the probabilities of each of their households being eligible for the booster 
sample, ie, that they contained any Mäori aged 15 or more. A model was fitted using data from 
all the other non-Mäori respondents, and using the number of people in the household aged 15 
or more as the only predictor. 

Eligibility for the Mäori booster sample was not collected in earlier surveys for non-Mäori 
respondents in the main sample, and in those surveys 

 

ri,2  was estimated for these respondents. 

For making comparisons with previous surveys, an alternative version of the probability 

 

ri,2  that 

household i was eligible for the Mäori booster sample was calculated as follows: 

 

ri,2  was 1 if the 

respondent was Mäori; 

 

ri,2  was 0 if the number of people aged 15 or more in household was 1, 
because the respondent is non-Mäori; and for the remaining households, the desired probability 

was estimated as ( )vu
uri −−

=
112,

, where u is the proportion of people in the household aged 
15 or more who would be eligible for the Mäori booster sample, averaged over all households 
known to be of mixed eligibility, and v is the proportion of households that were eligible. 
Specifically, u = 0.09644, and v = (1297+471)/(1297+11554+471) = 0.13271.75  Thus for non-
Mäori living with other adults ri,2 = 0.01454.76

The initial household weight was calculated as the reciprocal of the household inclusion 
probabilities described above. The resulting weights had an average value of 173.3, a 
coefficient of variation of 0.458, and ranged from 49.2 up to 524.3. They were somewhat more 
variable than in the 2006 NZCASS (as would be expected from the changes to the sample 
design), but not excessively so. The estimated probability density of the logarithm of the initial 
household weights is shown in Figure 8.1;

 

77

                                                 
75 In total, 1297 booster interviews were conducted, another 471 households were approached for the booster 

sample and were eligible, while 11,554 households were approached for the booster sample but were 
ineligible.  

 a histogram showing the unsmoothed empirical 
density of these weights is provided in Appendix E5. The distribution in Figure 8.1 is bimodal 
because the Mäori booster sample gives Mäori a higher chance of being selected. 

76 The value of ri,2 (0.01454) is a constant; this means that it applies unchanged to all non-Mäori living with 
other adults. 

77  The density shown in Figure 8.1 estimated using a Gaussian kernel, with the bandwidth given by the rule of 
thumb in equation 3.3.1 on page 48 of Sliverman (1986). That is, the bandwidth was the minimum of the 
interquartile range divided by 1.34 and the standard deviation, multiplied by 0.9 divided by the sample size 
to the power of one-fifth. 
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Figure 8.1: Density of the logarithm of the initial household weight.  

 

A non-response adjustment was made to these initial household weights, to allow for differential 
unit non-response. This adjustment was expected to be especially useful for variables for which 
population totals are not available, such as which sample the household was part of, because 
these cannot be adjusted for in the later post-stratification step. It does assume that the missing 
data is missing at random (conditional on the adjustment variables). If this is not a realistic 
assumption, survey results could be biased, as could comparisons between surveys. 78

To adjust for non-response, the response outcome data was summarised using a single overall 
logistic regression model. This was fitted to the dataset containing the outcome counts by 
samples for all 1000 meshblocks,

 

79

The final predictors were the deprivation index and transformed crime rate, and their parameter 
estimates are shown in Table 8.1. The deprivation index had a mean around 1000, a standard 
deviation of roughly 90, and ranged from 853 to 1466, while the transformed crime rate ranged 
from -4 to -1.5, with a mean of -2.4 and a standard deviation of 0.43. (Appendix E1 gives more 
information about these two variables.) The model’s Brier score was 0.21, and the Somer’s D 

 with the number of trials in each meshblock taken as the 
estimated number of eligible dwellings approached (rounded to the nearest whole number), and 
interviews being counted as successful trials. First a model was fitted using the following 
predictor variables: sample (Mäori booster or main sample), the 2008 crime rate in that Police 
Station Area (on a truncated log scale), broad region, level of urbanisation, and deprivation 
index (NZDep2006). Then the non-response model was selected by sequentially removing 
predictor variables that were not statistically significant, until only significant variables remained 
at a 90 percent confidence level (see Appendix E1.)  

                                                 
78 The term ‘bias’ is used here in a technical sense, meaning the extent to which the average of the results 

would not agree with the true population figures (if these were known), supposing that the survey was 
conducted many times in the same circumstances but different samples were selected according to the 
same design. 

79  There was no outcome data for the Mäori booster sample in meshblocks containing exactly nine dwellings, 
however, since they were excluded from the Mäori booster sample (as described in Chapter 2). 
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and gamma statistics were 0.10. According to the le Cessie-van Houwelingen normal test 
statistic and the modified Hosmer Lemeshow test, there was no suggestion of lack of fit (p=0.68 
and p=0.22 respectively). Initial household weights were divided by the predicted probabilities of 
response based on this model, which ranged from 0.528 to 0.770. The resulting weights had an 
average of 245.5 and a coefficient of variation of 0.455, and ranged from 66.9 to 793.4. 

Table 8.1: Parameter estimates for non-response model 
Variable Parameter estimate Std. error 
Intercept 2.1459 0.3471 
Transformed crime rate -0.1302 0.0645 
NZDep score -0.0016 0.0003 

The household weights resulting from the non-response adjustment were then post-stratified80

Table 8.2: Population targets for household weight calculation 

 
by level of urbanisation, based on the estimated number of households in each category as at 
30 June 2009 (see Appendix E3). This aligned the total of the household weights in each 
urbanisation category with the estimated number of households shown in Table 8.2 below. 

Urbanisation Number of households 
Auckland 433543 
Wellington/Christchurch/Dunedin 354777 
Other main urban areas 330153 
Other urban areas 242949 
Rural areas 257178 

The household weights were post-stratified by urbanisation for consistency with the 2006 
NZCASS, and because urbanisation is generally associated with both crime rate and non-
response. There were few other good benchmark candidates for households. 

The final household weights after post-stratification ranged from 67.8 to 859.5, with an average 
of 249.8 and a coefficient of variation of 0.459. These weights can be used for analyses of 
household characteristics, and in particular to calculate incidence and prevalence figures for 
household offences. 

8.2 Person weights 
Person weights were calculated in a similar way to household weights, with initial inverse 
probability weights being adjusted for unit non-response and then aligned with population 
benchmarks. The only differences were that the selection probabilities incorporated an extra 
factor to account for the selection of one person from those in the household who were eligible 
to be interviewed, and that more than one benchmark variable was used, requiring the use of 
raking81

                                                 
80  Post-stratification is a widely used technique for adjusting survey weights so that the results agree with 

known population benchmarks (see Appendix E3). 

 instead of post-stratification. 

81 Raking, also known as rim weighting, enables the simultaneous control of marginal distributions for several 
benchmark variables (in contrast to post-stratification, which controls only on a single categorical variable). It 
was implemented here using Lumley’s (2004, 2009) rake function, with the default convergence criterion, 
and that function's source code provides the most precise description of the method used. 



THE NEW ZEALAND CRIME AND SAFETY SURVEY 2009:  TECHNICAL REPORT 
Survey weights 

Page 68 

The components of the household inclusion probabilities for each sample were divided by the 
number of people living in the household who were eligible to be interviewed82

 

oi = P person i was included( )

=
pi,sri,s

ei,ss=1

2

∑

 (to adjust for 
only one person from each household being interviewed), according to the following formula: 

 

where ei,s is the number of people aged 15 or more living with respondent i who were eligible for 
sample s, except that ei,2 is taken as 0 for non-Mäori respondents. Initial person weights were 
taken as the reciprocal of each person's inclusion probability, ie, as 1/oi. 

Adjustment for unit non-response used the same non-response model as for households, ie, the 
initial person weights were divided by the same predicted probabilities of response as for the 
household weights. The person weights were then raked by combinations of age,83

The initial inverse probability person weights ranged from 53.2 to 2212.0, with an average of 
375.5 and a coefficient of variation of 0.678. After the non-response adjustment, the person 
weights had an average of 531.8 and a coefficient of variation of 0.679. The final person 
weights after raking ranged from 69.2 to 2735.0, with an average of 560.9 and a coefficient of 
variation of 0.681.  

 sex and 
ethnicity. These combinations are consistent with those used in the 2006 NZCASS. Weighted 
sample profiles (before raking) show substantial skews relative to the population benchmarks 
for several of these groups, especially those relating to Mäori, and none of the groups have 
small sample sizes. (The smallest group was Mäori males aged 60 or more, which contained 
110 respondents.) The population targets used are shown in Table 8.3, in the order that they 
were raked. 

Person weights can be used in the calculation of incidence and prevalence figures for personal 
offences, and for the analysis of self-completion lifetime prevalence data and of most data from 
the main questionnaire. No further adjustments have been made to account for non-response to 
the entire self-completion component, on the grounds that this is consistent with previous waves 
of the NZCASS and because non-response here remains small. 

                                                 
82 If the number of eligible household members was greater than six, a value of six was used instead. This 

affected 12 respondents. 
83 Four respondents refused to give their age. The resulting missing values were imputed using random hot 

deck imputation. 
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Table 8.3: Population targets for person weight calculation 
  Weighting control group Estimated population at 

30 June 2009 

Males 15–24 320240 
Males 25–39 413660 
Males 40–59 567340 
Males 60–69 192620 
Males 70+ 166780 
Females 15–24 307240 
Females 25–39 443430 
Females 40–59 598780 
Females 60–69 200330 
Females 70+ 214240 
Mäori Males 15–39 121132 
Mäori Males 40–59 61982 
Mäori Males 60+ 21318 
Mäori Females 15–39 128610 
Mäori Females 40–59 69082 
Mäori Females 60+ 24466 
Non-Mäori 2998070 
Pacific 208200 
Non-Pacific 3216460 
Asian 366600 
Non-Asian 3058060 

8.3 Incident weights 
Incident weights were derived from person weights by dividing them by the selection probability 
for that incident (given that the current respondent had been selected). If the incident selection 
probability was less than 0.1, however, a value of 0.1 was used instead.84

The most recent incident was selected within each self-completion section, but a more complex 
selection process was used for incidents recorded in the main questionnaire. These were 
divided into high, medium or low priority incidents,

 This reduced the 
variability of these probabilities, and thus reduced the variability in the weights that would result 
from using the actual incident probabilities from heavily victimised respondents, although this is 
at the cost of introducing some potential for bias. Since a value of 0.1 was used in the 2001 and 
2006 surveys, it was used again here for consistency. The same cut-off value was used for 
incidents from both the main interviewer-administered questionnaire and the self-completion 
questionnaire. 

85

                                                 
84 This truncation of the distribution of probabilities affected 63 incidents. Although these incidents made up 

only 2 percent of sampled incidents, they would have accounted for 24 percent of the total of all incident 
weights if this truncation had not been applied. After truncation, they accounted for only 12 percent of the 
incident weight total. 

 and an incident was selected without 
replacement for each of the three Victim Forms in turn. High priority incidents were given three 

85 High priority incidents were those recorded at questions 28, 36, 37, 38, and 40. Medium priority incidents 
were those recorded at questions 31, 35, 35.416, 39, and 41. Low priority incidents were those recorded at 
questions 29, 30, 32, 34, and 43. 
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times more chance of being selected for each Victim Form than a low priority incident, and 
medium priority incidents were given twice as much chance. The overall probability that a given 
incident from the main questionnaire was selected for a Victim Form thus depended on whether 
it was a high, medium or low priority incident, as well as how many low, medium and high 
priority incidents were experienced by that participant.  

The joint probability of selecting various numbers of high, medium or low priority incidents was 
derived by enumerating the relevant parts of the probability space through a branching process. 
The probability of selecting an incident was then calculated adding up the probabilities for each 
of the appropriate nodes. (The R code for these calculations is shown in Appendix E4.) For 
instance, if a respondent reported one low priority incident, one medium priority incident, and 
two high priority incidents, the probability that a low priority incident was selected for the first 
Victim Form would be 1/9, and the probabilities of a medium and high priority incident being 
selected would be 2/9 and 6/9 respectively. (Note this is the probability of any high priority 
incident being selected, not a specific incident.) If we suppose the low priority incident was the 
one selected, then one medium priority and two high priority incidents would remain, and the 
conditional probability of selecting a medium priority incident for the second Victim Form would 
be 2/8. The joint probability of selecting a low priority incident for the first Victim Form and a 
medium priority incident for the second Victim Form is the product (1/9)*(2/8) = 2/72. Similarly, 
the conditional probability of selecting a high priority incident for the second Victim Form would 
be 6/8, and the joint probability of selecting a low priority incident for the first Victim Form and a 
high priority incident for the second Victim Form would be (1/9)*(6/8) = 6/72.  

Similar calculations give the full joint distribution for the priority of the incidents selected for the 
first two Victim Forms as: 

 

0 2 /63 6 /54
2 /72 0 12 /54
6 /72 12 /63 18 /54
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where the first Victim Form indexes the columns, and the second the rows.  

Now suppose that a low priority incident was selected for the first Victim Form, and a high 
priority incident was selected for the second Victim Form. Then one medium priority and one 
high priority incident would remain, and the conditional probability that a medium priority 
incident would be selected for the third Victim Form would be 2/5. The unconditional joint 
probability of selecting a low priority incident for the first Victim Form, a high priority incident for 
the second, and a medium priority incident for the third Victim Form would be (6/72)*(2/5) = 
0.03333.  

Similar calculations give the full joint distribution for the priority of the incidents selected for all 
three Victim Forms as: 
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where the third Victim Form indexes across matrices (and the first Victim Form indexes the 
columns, and the second Victim Form indexes the rows, as before). Summing the entries where 
a low priority incident was selected (ie, the first matrix, and the first row and column of the other 
two matrices) gives the total probability that a low priority incident was selected for any of the 
three Victim Forms as 0.468254. 

The self-completion questionnaire comprised three sections, for incidents committed by 
partners, incidents committed by people the respondent knew well, and sexual incidents, 
respectively. Each section included four screener questions establishing how many incidents 
had occurred, followed by a series of questions corresponding to the Victim Forms in the main 
interviewer-administered questionnaire. If more than one incident was reported in a section, the 
corresponding Victim Form questions were completed for the most recent incident. Although 
this was not a random selection, it was assumed for weighting purposes that the incident was 
selected at random, with equal probability given to all the incidents reported in that section.86

Isolated missing values for the number of incidents (eg, from a ‘Don’t wish to answer’ response 
to a particular screener question) were imputed with the value 1, as was done in 2001 and 
2006.  

  
The resulting selection probability was the reciprocal of the number of incidents reported at all 
screeners in that section.  

While it might seem more consistent to derive a second set of incident weights from the 
household weights rather than the personal weights, and use these for analysing household 
incidents, this would introduce some bias in comparisons against previous results because 
incident weights were derived from personal weights for all incidents in the 2001 and 2006 
surveys. This previous approach produces results in terms of person-incidents, that is the 
numbers of incidents experienced by people living in the affected households. This better 
matches the common interpretation of the results in terms of the proportions of victims 
affected.87  To maintain comparability with the previous approach, personal weights have again 
been used for all incidents in the 2009 NZCASS.88  If the weighted results are interpreted in 
terms of incidents, this introduces some bias.89

The incident weights ranged from 69.2 to 24530.0, with an average of 1007.0 and a coefficient 
of variation of 1.52. The density plots for the weights in Figure 8.2 show that incident weights 
are more variable than person weights, which in turn are more variable than household weights. 

  It is more correct to interpret the weighted 
results in terms of person-incidents, as explained above. 

                                                 
86 The assumption of random equiprobable selection of self-completion incidents within each selection follows 

from a model that assumes the interview date is not related to patterns of victimisation, and that 
respondents recall and report incidents perfectly. The latter assumption is already made implicitly elsewhere 
in the weighting and analysis. 

87 The distinction between victims and incidents was explicitly discussed in footnote 35 on page 61 of the 2006 
Key Findings report, which explains that this distinction is generally not maintained within the report. 

88 Another option would be to derive household incident weights from the household weights and use these to 
produce the main estimates, but use incident weights derived solely from personal weights for comparisons 
with previous surveys. 

89 This interpretational bias would be particularly severe if estimates of total numbers of incidents were 
produced from these weights, although in previous surveys all results have been expressed as percentages. 
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This reflects the large variation in selection probabilities at each of the last two stages of the 
2009 NZCASS sample design. Histograms for the weights are given in Appendix E3. 

Incident weights were merged into the Victim Form dataset for analysis purposes. This dataset 
contained a record for each Victim Form completed, and so could contain up to six records for 
each respondent—three from the interviewer-administered questionnaire and one from each 
section of the self-completion questionnaire. 

Figure 8.2: Densities of logarithms of the household, person and incident weights 
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9  Imputation 
Each respondent could only complete a few Victim Forms, due to interview time constraints. 
Since some respondents are heavily victimised, some incidents do not have a Victim Form. In 
fact, most do not; Victim Forms were completed for only 37 percent of the incidents reported in 
the 2009 NZCASS. The incident weights described in Chapter 8 adjust for this to provide an 
effective method of analysis when each Victim Form can be viewed in isolation. Most of the 
data collected in Victim Forms will be analysed using these weights. However, victimisation 
rates are also a critical output from the 2009 NZCASS. These are usually expressed as 
prevalence rates (the proportion of people or households who experienced offences of a certain 
type) and incidence rates (the average number of such offences experienced by a person or 
household). Direct calculation of incidence and prevalence rates required information about all 
the incidents experienced90

Information on these items was required for all incidents, including the 63 percent of incidents 
without Victim Forms,

 by each survey participant, including three items collected on each 
Victim Form: whether the incident occurred during the year 2008; whether the incident was 
determined during offence coding to be an offence within the scope of the survey (termed being 
relevant); and which detailed offence codes the incident attracts. Another item that can be 
derived from Victim Form data (under certain assumptions) is how likely the incident was to 
have been reported a second time at another screener question. 

91 to enable the direct calculation of incidence and prevalence figures.92 
However this data is missing for the incidents without Victim Forms, necessitating some form of 
imputation for this missing data.93

 

  The process of imputation also affects the sampling error of 
the results, although for some imputation methods it is hard to figure out how much. Multiple 
imputation (Rubin, 1987) has been used in the 2009 NZCASS to quantify this effect, via 
Lumley’s (2004) ‘mitools’ package. Ten imputations have been used throughout. 

                                                 
90 Strictly speaking, this is most critical for prevalence rates, since the number of offences could be calculated 

directly from the incident weights, and thus so could incidence rates. These figures would be less reliable 
than those based on imputation, however. In contrast, prevalence rates cannot be calculated directly using 
weights. Prevalence is defined as the proportion of people (or households) who experienced the offence in 
question, but the available data does not establish which offences were experienced for people with missing 
Victim Forms, ie, who reported experiencing more than three incidents in the main questionnaire (or more 
than one incident in a self-completion section). Imputation provides a natural solution to this problem, and 
since imputed values have been produced to enable calculation of prevalence rates, it makes sense to use 
the same values to calculate incidence rates. 

91 The proportion of incidents without Victim Forms depends on the questionnaire design, and in particular the 
choice to gather Victim Form data for just one incident from those reported in each section of the self-
completion questionnaire and at most three incidents from the main questionnaire. One option for reducing 
the proportion of incidents without Victim Forms was a mini-Victim Form developed during planning for the 
2006 NZCASS, to gather only the information required for calculating incidence and prevalence, for one 
more incident from the main questionnaire. It was ruled out then due to constraints on interview duration, 
and omitted from the 2009 NZCASS for consistency. 

92 Alternative methods that do not require data for all incidents are theoretically possible, such as 
pseudolikelihood estimators, but these were not believed to be feasible due to the complexity of the data. 
Incidents that are duplicated across screeners would pose the greatest difficulty. 

93 Imputation is a commonly used remedy for missing data, which involves filling in the missing values with 
allowable values for the variable in question. Many imputation methods have been devised (for an overview 
see Seastrom et al., 2002)  
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9.1 Imputing the number of incidents 
Each screener question consisted of two parts: “Since 1st January 2008, has anyone [done this 
to you]?”, then (if the answer to the first part was “Yes”) “How many times?” The responses to 
the two parts were stored in separate variables for the self-completion screeners, but were 
combined into a single variable for the main screeners (except Q42 and Q43). The number of 
incidents was zero if the respondent reported that nothing of that nature had happened to them, 
but was missing if the respondent said “Don't know/Can't remember” or “Don't wish to answer” 
at either part of the screener question. Appendix F1 includes a table showing the frequencies of 
these responses. 

A value of 1 was imputed when the number of incidents was missing. In other words, it was 
assumed that the respondent reported being a victim of just one incident. This is likely to be a 
poor assumption in many of these cases, but it was hoped that this provided a reasonable 
compromise between over counting for those who were not victims and undercounting for those 
who really experienced more than one such incident. However, it was suspected that most of 
these responses would be from victims, since non-victims would presumably not have trouble 
remembering the answer and might have less reason to be averse to answering the question.94  
This suggests that the approach used here probably underestimates the true level of 
victimisation, and that other common imputation methods (such as an unrestricted random hot-
deck) would also suffer from a similar problem.95

The number of incidents was missing in 80 places for the screener questions in the main 
questionnaire, coming from 68 respondents. The missing values were not uniformly distributed 
across these 15 screener questions; roughly a quarter of them (19) affected Q31 (attempted 
break-ins), accounting for 5 percent of the people who said “Yes” to this screener question. 
Missing information was more common in the self-completion sections, with missing values 
accounting for approximately one-quarter of the non-negative responses. Missing information 
was most prevalent at the sexual victimisation screener questions, where (except for the 
distressing sexual touching question) roughly the same number of respondents failed to provide 
information as provided a specific positive number of incidents. Even within the remaining 
questions there was substantial variation between the screener questions, with missing 
information being almost twice as likely as complete positive information for the last screener 
question (which asked about other sexual violence). 

  Hot-deck imputation would also introduce 
more variability. The primary reasons for imputing a value of 1 in the 2009 NZCASS were that 
this approach was used in the 2001 and 2006 surveys, and that no clearly superior method was 
identified. 

The following table shows the numbers of respondents giving definite answers at each screener 
question, as well as the numbers not giving a response for various reasons, and the average 

                                                 
94 However, non-victims might have refused to answer the self-completion screener questions because they 

felt the topic was too personal in nature, despite not being victims themselves. Refusals were the dominant 
form of non-response for the sexual screener questions. 

95 This assumes the donor pool would consist of all respondents with complete data for that screener question. 
Another possibility is to restrict the donor pool to those reporting some incidents at that screener, which 
would probably then err in the other direction. 
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number of incidents reported among those giving a positive number. Structural zeroes are 
denoted with a dash.  

Table 9.1: A summary of responses at the screener questions, including non-response 
and average incident counts 

Screener Zero More than 
zero 

Don’t know/  
can’t 

remember 

Refused Not 
asked 

Average 
incident 
count  

Q28 5558 163 3 - 382 1.27 
Q29 5214 504 6 - 382 1.30 
Q30 4950 768 6 - 382 1.36 
Q31 5734 353 19 - - 1.34 
Q32 5742 356 8 - - 1.37 
Q34 5397 706 3 - - 1.45 
Q35 5782 314 10 - - 2.18 
Q35_416 5545 557 4 - - 1.80 
Q36 5888 218 0 - - 2.22 
Q37 5710 393 3 - - 2.66 
Q38 6022 83 1 - - 1.56 
Q39 6014 90 2 - - 1.77 
Q40 5985 121 0 - - 1.78 
Q41 5790 308 8 - - 1.94 
Q42/Q43 5795 304 7 - - 3.03 
Q167_419/420 3870 197 17 23 1999 3.52 
Q167_421/422 3923 150 14 19 2000 4.04 
Q167_423/424 3908 162 22 12 2002 3.65 
Q167_425/426 3987 85 19 13 2002 3.89 
Q227/228 5631 194 31 30 220 3.11 
Q229/230 5596 237 27 24 222 3.54 
Q231/232 5694 128 37 25 222 2.70 
Q233/234 5743 87 27 27 222 5.62 
Q287_433/434 5798 45 7 31 225 3.89 
Q287_435/436 5803 35 8 34 226 2.91 
Q287_437/438 5718 117 10 35 226 3.46 
Q287_439/440 5815 25 8 32 226 2.80 

If mean imputation or random hot-deck imputation was used instead of imputing a value of 1, 
still assuming that all the missing responses were from victims (and restricting the mean or the 
donor pool to victims accordingly), this would roughly double the estimated incidence of rape. 
The estimated prevalence would also be somewhat higher (because the higher number of 
incidents means it is more likely one will still count after imputation of dates and relevance), 
though prevalence would not increase as much as incidence. The estimated incidence and 
prevalence of all offences would increase slightly. Hot-deck imputation would be essentially 
unbiased if all the respondents who do not know or refuse to state the number of incidents they 
experienced (or whether they experienced any at all) were victims, and they experienced similar 
numbers as respondents who did acknowledge being victims. Mean imputation relies on similar 
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assumptions.96

Another cause of missing information for the self-completion screener questions was the refusal 
of around 3.5 percent of respondents to answer the self-completion questionnaire.

  At least the first of these assumptions seems unlikely to hold, however, and we 
have no strong reason to believe that the biases caused by these two aspects of the issue 
would necessarily cancel out. 

97

9.2 Date imputation 

  No overt 
imputation has been conducted to correct for this, ie, it is effectively assumed that these people 
experienced no offences of the types covered by the self-completion screener questions. This 
will have led to underestimation of the true victimisation rates for these offence types, although 
the bias will not have been large due to (1) the small level of self-completion non-response, and 
(2) its skew towards older respondents. Based on the age profile of self-completion non-
response and of confrontational crime from the self-completion screeners, it appears that the 
incidence of confrontational crime among self-completion non-respondents might be around 70 
percent as high as among the rest of the sample. This suggests that the incidence of 
confrontational crime from the self-completion screeners may be understated by around 2.5 
percent due to self-completion non-response, ie, an incidence estimate of 21.6 percent would 
become approximately 22.1 percent if an age-based adjustment was made for self-completion 
non-response. 

For each incident without a Victim Form from the main screeners, the calendar year in which 
the incident occurred was imputed randomly assuming that it had an equal chance of occurring 
on each day between 1 January 2008 and the interview date. That is, the year each incident 
occurred was imputed as being in 2008 with probability equal to 366 divided by the number of 
days between 1 January 2008 and the interview date. This was done independently across 
incidents and for each of the ten imputations conducted per incident. This is the same method 
as used in the 1996, 2001 and 2006 surveys.  

For self-completion incidents, the same method was used, except when the incident with date 
information from that section occurred during 2008. Since that incident is the last incident in that 
section to have occurred, all the others are then imputed as occurring during 2008. This is the 
same method as used for the self-completion sections of the 2006 survey. The assumption of 
even spread is not ideal even when the last incident occurred in 2009, because knowing this 
provides some additional information about when the other incidents are likely to have occurred. 
However, the 2006 method has been continued for consistency. 

The assumption of even spread also does not account for recall bias. An investigation of the 
known incident dates in 2006 (described in Appendix A6 to the 2006 NZCASS Technical 
Report) suggested that this is likely to have had a substantial effect on the victimisation risk 
estimates from that survey, and even stronger effects in the previous surveys.98

                                                 
96 Mean imputation would induce some technical bias in prevalence estimates, even if its underlying 

assumptions hold, due to the non-linear effect of other imputation steps on these estimates. 

  However, no 

97 The number of self-completion non-respondents gradually increased from 205 to 226 between the first and 
last questions in the self-completion questionnaire; ie, 3.4 percent to 3.7 percent of all respondents. 

98 Similar patterns of bias were observed in the 2005 Irish International Crime Survey (van Dijk et al , 2007: 
9/11). 
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easy method of correcting for this has been apparent, and imputing using the empirical date 
spread would actually make things worse. 

The interviewing dates in 2009 were similar to those in 2006, so any recall effect will probably 
have affected the two surveys to much the same extent. Comparisons over this time period 
should therefore be relatively unaffected. 

9.3  Relevance imputation 
Different types of offences have widely varying relevance rates (and varying proportions of 
missing data). These are shown in the following table, broken down by source question (ie, the 
screener question at which that incident was enumerated). Here ‘relevant’ means that the 
incident occurred in New Zealand since 1 January 2008 (based on the response to question 44) 
and had been assigned an offence code other than 85, 86 or 87. 
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Table 9.2: Missing forms and relevance rates by main screener question 

The relevance rates for the main screeners vary from 32 percent to 90 percent, so the screener 
question was expected to be a useful predictor of relevance status. An imputation model was 
chosen by stepwise selection, starting with a model that included (for incidents from the main 
questionnaire) the screener question, household composition, household size, tenure/landlord, 
gender, age group (15–24, 25–39, 40–59, and 60 years or more), marital status, employment 
status, ethnicity (European, Mäori, and Other), urbanisation, NZSEI, and the NZDep2006 

                                                 
99  The source question is not recorded for self-completion Victim Forms, so the rates shown apply to a whole 

section of the self-completion questionnaire (ie, four screener questions combined). 
100  Questionnaire numbering: Q416 followed Q35; it is referred to as Q35.416 to indicate this. The survey 

documentation follows this protocol in most cases where question numbers did not reflect the interview 
order.  

101  Incident descriptions were not collected for any sexual incidents. All the last incidents from this section were 
coded as valid offences, and the relevance imputation method used here would maintain this for the rest of 
these incidents. This is different from the 2001 method, where it was assumed that these incidents had 
similar relevance rates to other incidents from the self-completion questionnaire, but is the same as the 
2006 approach. 

Source 
question99

Description 
 

% of incidents 
without Victim 

Forms 

Relevance rate 
(for completed 
Victim Forms) 

Q28 Vehicle theft 28 88 
Q29 Theft from vehicle  34 90 
Q30 Damage to vehicle 38 74 
Q31 Attempt to break in 37 65 
Q32 Burglary 45 89 
Q34 Theft from property 38 88 
Q35 Theft from inside home 57 89 
Q35.416100 Household damage  44 86 
Q40 Theft from person 59 81 
Q41 Other theft 54 63 
Q36 Assault 57 89 
Q37 Threat of assault 61 72 
Q38 Other damage 53 61 
Q39 Threat of damage 70 73 
Q43 Other Incidents (Main Questionnaire) 67 32 
Q167.420 Assault (by current partner)   
Q167.422 Threat of assault (by current partner)   
Q167.424 Damage (by current partner) 86 86 
Q167.426 Threat of damage (by current partner)   
Q228 Assault (by person well known)   
Q230 Threats (by person well known)   
Q232 Damage (by person well known) 83 85 
Q234 Threat of damage (by person well known)   
Q287.434 Forced sexual intercourse   
Q287.436 Attempted forced sexual intercourse 79 -101 
Q287.438 Distressing sexual touching   
Q287.440 Other sexual violence, incl. threats   
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score.102

Table 9.3: Relevance imputation for incidents from main screeners 

  This reduced to a model with the screener question, age group, other ethnicity, 
household composition, tenure/landlord, and the NZDep2006 score as predictors. Details of the 
model are shown in Table 9.3. According to the le Cessie-van Houwelingen normal test statistic, 
there was a suggestion of lack of fit (Z = -1.9), but this was not statistically significant. (The 
associated Brier score was 0.15, while the Somer’s D and gamma statistics were both 0.47.) 
This model was used to multiply impute relevance status for incidents from the main screener 
questions without Victim Forms, by generating parameter values from their maximum likelihood 
distribution for each of the 10 imputations, using these to predict the probability that each 
incident would be relevant, then randomly generating relevance status using these predicted 
probabilities. 

Predictor variable Level (relative to base level, 
for categorical variables) 

Parameter 
estimate 

Standard error 

(Intercept)  -1.2883 0.5227 
Screener Things stolen from/off vehicle -0.1933 0.2968 
Screener Vehicle tampering/damage 0.9036 0.2688 
Screener Unsuccessful burglary 1.3740 0.2811 
Screener Successful burglary -0.1221 0.3214 
Screener Theft from property – outside -0.0417 0.2815 
Screener Theft from property – inside 0.0210 0.3140 
Screener Theft from a person 0.6833 0.3734 
Screener Other theft 1.4534 0.2828 
Screener Damage 1.5003 0.3675 
Screener Threatened to damage 1.1454 0.4173 
Screener Assault 0.0163 0.3373 
Screener Threatened to assault 1.1584 0.2765 
Screener Other 2.6780 0.2828 
Screener Damage to HH property 0.0706 0.2825 
Age 25 – 39 0.6112 0.1295 
Age 40 – 59 0.6585 0.1312 
Age 60 or older 0.9111 0.1614 
NZDep06  -0.0012 0.0004 
Other ethnicity  0.3332 0.1142 
Tenure and landlord Rented – other landlord -0.2251 0.0950 
Tenure and landlord Owned 0.0098 0.1583 
Tenure and landlord Other tenure 0.4073 0.3468 

For self-completion incidents, the source screener question for the last incident is not collected. 
This was imputed randomly within each section with probability proportional to the number of 
incidents reported at each screener question. Then the same process was used to choose a 
relevance imputation model, with the same candidate variables (except of course that the 
screener questions were different). 

                                                 
102 Respondents with missing values for any of the predictor variables were omitted from the model. 
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9.4 Offence code imputation 
Offence codes were imputed using a hot-deck imputation method (the approximate Bayesian 
bootstrap, Rubin, 1987:124), with imputation classes defined by source screener question. In 
other words, the donor pool used to impute the offence codes for incidents from a given 
screener question was a with-replacement sample of incidents from that same screener 
question. (The imputed screener question was used for self-completion incidents.) This 
technique reproduces the distribution of offence codes from each screener, on average, and 
aims to incorporate an appropriate degree of variability into the multiple imputations. The same 
method was used in the 2006 NZCASS. In contrast, mode imputation was used in the 1996 and 
2001 surveys. The old technique would have depressed the estimated rates for offences like 
bicycle theft that do not have dedicated screener questions, and overstated the rates for other 
offences that did have their own screener question. 

9.5  Duplicated incidents 
The screener questions are intended to gather the number of incidents experienced by each 
respondent, without double counting. To make this clear to the respondent, all the screener 
questions (apart from the first screener question in each questionnaire section) incorporate 
phrases such as “Apart from this” or “Leaving aside anything already mentioned”. A new set of 
questions were added to the 2006 survey early in the Victim Form to establish how well this 
worked. Specifically, these questions asked whether the current incident was actually the same 
as in one of the previous Victim Forms, if the incidents came from different screener questions. 
(If so, the rest of the Victim Form was skipped.) These questions were retained in the 2009 
NZCASS. No such questions were added to the self-completion questionnaire, because Victim 
Form questions were only asked for one incident from each section there, and so duplicates 
within a section were not possible. It would be possible to add questions to establish whether 
the self-completion Victim Forms referred to the same incident as a Victim Form from an earlier 
section, although in theory this also should not happen due to other exclusions incorporated into 
the screener questions.  

Because some incidents were not selected for Victim Forms, the new questions only provided 
partial information on the degree of overlap or duplication between screener counts. To be 
specific, they only detected duplication between the three (or fewer) incidents for which Victim 
Forms were completed. For example, if only three incidents were reported in the main 
screeners (call them A, B, and C), the new questions would give complete information about the 
three possible duplications AB, AC, and BC. If one extra incident D was reported (at a separate 
screener question), no information would be gathered about the three extra possible 
duplications AD, BD, and CD. If yet another incident E was reported, there would be no 
information about its possible duplications AE, BE, CE, and DE, and so forth. The number of 
unobserved duplications can thus be quite large for heavily victimised respondents. This 
example relates to incidents reported in the main questionnaire. The situation is worse in the 
self-completion questionnaire; all possible duplications within each self-completion section were 
unobserved. 

The unobserved duplications were imputed for other incidents by estimating the rate of 
duplication per potential clash, and independently simulating duplications randomly for each 
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unobserved potential clash, using the estimated duplication rate. The rate of duplication per 
potential clash was estimated separately for incidents with one and two potential clashes, and 
these rates were averaged to derive an overall estimated duplication rate per potential clash of 
1.24 percent. This was substantially lower than the rate of 3.75 percent found in 2006. 
Approximately 3.5 percent of incidents from the main screeners with no Victim Form were 
projected to be duplicates. This is higher than the rate of duplication per potential clash (1.24%), 
because most of the incidents had many potential clashes. The projected duplicates were 
excluded from the calculation of victimisation rates to help avoid over-reporting through failure 
to follow the ‘apart from…’ instructions. 

As discussed above, the new questions were not added to the self-completion questionnaire, so 
there is no data on duplications here. The duplication rate from main screener incidents was 
applied to all self-completion incidents, and around 10 percent were estimated to be 
duplicates.103

9.6  Heavy victimisation cut-off 

 

After imputation, a cut-off was applied to improve the reliability of the estimated rates. Using the 
imputed values, all out-of-scope or duplicated incidents, and those that did not occur in New 
Zealand during 2008, were excluded from the dataset. The number of remaining offences from 
the main questionnaire was not allowed to exceed 30 for any respondent. Any further offences 
above this value were not included in the victimisation estimates. The specific incidents to be 
deleted were selected randomly, and this was done separately for each of the ten imputations. 
The same cut-off procedure was applied independently to incidents from the self-completion 
components. 

Averaged across imputations, this cut-off ruled out 2.3 percent of incidents from the main 
questionnaire that would otherwise have been counted. These came from 22 respondents (ie, 
0.36% of all respondents). The cut-off had a greater effect on self-completion incidents, ruling 
out 12.7 percent of these on average (again restricting consideration just to those incidents that 
would otherwise have been counted). These came from just 26 respondents (0.43% of all 
respondents). 

The same cut-off value and method was applied in 2006. The percentages of incidents dropped 
in the 2009 NZCASS were lower than in the 2006 survey, but the numbers of respondents 
affected were similar. No cut-off was applied in 2001. This trade-off and the other issues 
considered are covered further in Appendix F.104

                                                 
103 In the 2006 survey, by comparison, 15 percent of incidents from the main screeners were estimated to be 

duplicates, and 17 percent of incidents from the self-completion questionnaire. 

  

104 The introduction of the cut-off in 2006 was prompted by the easing of controls on how many incidents could 
be reported at each screener question. The selection of the cut-off value was partly guided by an 
examination of the trade-off between the estimated reduction in variance that would be achieved against the 
potential bias each cut-off value might introduce. 
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10 Variance estimation 
While sample surveys like the NZCASS provide a practical and cost-effective means of 
collecting information on victimisation, the survey results are inherently subject to random 
sampling variation. The size of this variation must be estimated and considered to sensibly 
interpret the results. Variance estimation for the NZCASS is complicated by the survey’s 
complex sample design and the large amount of missing data. A delete-a-group jackknife 
method (Kott, 1998) was used to accommodate the sample design and weighting,105

10.1 Delete-a-group jackknife 

 and the 
effect of imputation was estimated using multiple imputation. 

The delete-a-group jackknife (DAGJK), like other resampling methods, uses the variation 
between the results for many sample ‘replicates’ to estimate sampling variances (excluding 
imputation effects). Replicates were created by first randomly dividing the primary sampling 
units (PSUs) into equal groups, then omitting one group from the sample to form each replicate. 
Each replicate can equivalently be thought of as assigning the ‘omitted’ group zero weight (and 
increasing the weights for other respondents to compensate) instead of actually removing them 
from the dataset. For the 2009 NZCASS, 100 replicates were used. That is, the 1000 PSUs 
(meshblocks) were randomly divided into 100 groups of 10 meshblocks, each of which formed 
the omitted group for one replicate. 

The weighting process was rerun106

 

 for each of the 100 jackknife replicates, producing 100 sets 
of replicate weights, to account for the effect of the weighting framework. A variance estimate 
can be calculated as  

 

ˆ v JK
ˆ θ ( )=

99
100

ˆ θ k − ˆ θ ( )k=1

100∑
2
  

where θ̂  is the statistic of interest, calculated using the original survey weights, and kθ̂ is the 
same statistic calculated using the kth set of replicate weights. According to a widely used 
approximation (Kott, 1998), this variance estimate can be treated as having 99 degrees of 
freedom. 

10.2 Multiple imputation 
The effect of imputation on the reliability of victimisation rates has been accounted for using 
multiple imputation (Rubin, 1987). Each stochastic imputation step was repeated 10 times, 
using parameter values drawn from their maximum likelihood distribution.107

                                                 
105 In contrast, balanced repeated replication was used for the 2006 NZCASS. This technique can handle 

stratification and non-negligible sampling fractions well, but relies on imperfect workarounds for unrealistic 
assumptions such as each stratum containing exactly 2 sampled PSUs. Because the 2009 sample was 
unstratified and the first stage sampling fraction was negligible, the simpler delete-a-group jackknife was 
used for the 2009 NZCASS instead.  

  To produce each 
variance estimate, the 10 resulting imputed datasets were analysed using each of the 100 sets 

106 However, the same non-response adjustment model was used across all replicates, ie, model selection was 
not rerun for each replicate. This may lead to sampling errors being slightly underestimated. 

107 Except for the duplication adjustment, where a simple pq/n formula was used for the parameter variance. 
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of jackknife replicate weights, producing 1000 results. For a particular imputed dataset, say the 
jth one, the results from all the jackknife weights were combined using the jackknife variance 

formula above to give the complete-data variance estimate 

 

ˆ v JK , j
ˆ θ ( ). Once this was done for 

each imputed dataset, the results were combined using Rubin’s standard combining rules: 

 

ˆ v MI ,JK
ˆ θ ( )= 1

10 ˆ v JK , j
ˆ θ ( )j=1

10∑ 
 
  

 
 + 1+ 1

10( )var ˆ θ [ ] 
where var[

 

ˆ θ ] is the variance of the values of the statistic of interest across the 10 imputed 
datasets. Confidence intervals were calculated using a t distribution with the appropriate 
degrees of freedom. 

Imputation had a fairly modest effect of the variances of overall victimisation rates, but had a 
more substantial effect on the variances of certain offence types, such as sexual offences. The 
following table shows the percentage of missing information for the incidence and prevalence of 
selected offence types. 

Table 9.4: Percentage of missing information for selected offence types 
 % of missing information for 

Offence type Incidence Prevalence 

Assaults 12% 10% 
Threats 11% 8% 
Burglary 5% 8% 
Motor vehicle offences 16% 19% 
Bicycle theft 31% 30% 
Sexual offences 75% 16% 
Confrontational offences 17% 3% 
Personal offences 16% 4% 
Household offences 10% 3% 
All offences 13% 7% 

 

The variance estimates for victimisation rates assume that the imputation and analysis models 
are congenial (Meng, 1994), as model misspecification can cause multiple imputation to 
produce biased variance estimates. 
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Appendix A:  Sampling  

A1  Interview cluster sizes  
The distribution of interview cluster sizes for the overall sample is shown in Figure A1. The 
interview cluster sizes by the number of meshblocks for the main and Mäori booster samples 
are provided in Table A1.  

Figure A1: Distribution of interview cluster sizes, for the overall sample 

 
1: There were no interviews conducted in two selected meshblocks:  one in Auckland City and one in Tasman 

District, as explained in Chapter 6. 

Table A1: Interview cluster sizes, by number of meshblocks for the main and Mäori 
booster samples 

Number of interviews 
(cluster size) 

Number of meshblocks 
(PSUs) in main sample 

Number of meshblocks (PSUs) 
in Mäori booster sample 

0+ 5 383* 
1 30 294 
2 58 164 
3 130 69 
4 179 39 
5 235 19 
6 217 17 
7 98 7 
8 40 6 
9 6 2 

10 2 0 
 1,000 1,000 

+ There were no interviews conducted in two selected meshblocks:  one in Auckland City and one in Tasman 
District, as explained in Chapter 6. The table above includes these two meshblocks. 

* Included in these 383 meshblocks are the 36 meshblocks with a 2006 Census count of 9 dwellings, where the 
sample design meant that no dwellings were approached to be included in the Mäori booster sample. Refer to 
section 2.4.2 for the description of selection of the Mäori booster sample dwellings. 
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The main sample was designed so that an average of 6.5 households per meshblock would be 
approached (visited), and the targeted response rate of 62 percent would result in an average 
of 4.0 main sample interviews per meshblock [6,500 households * 0.62 = 4,030 interviews]. 

Across all 1,000 meshblocks, 4,809 interviews were conducted for the main sample, which 
means that the average interview cluster size for the main sample was 4.81. However, there 
were five meshblocks in which no main sample interviews were conducted. No main sample 
interviews were conducted in three meshblocks due to non-response (eg, refusals), and no 
interviews were conducted in two other meshblocks, which means that the average interview 
cluster size for the main sample, in the 995 meshblocks in which main sample interviews were 
conducted, was 4.83. 

The Mäori booster sample was not designed to achieve an average interview cluster size per 
meshblock, rather, it was designed to conduct a certain number of interviews (1,409). This 
design was based on the number of meshblocks (1,000) the (maximum) number of households 
screened per meshblock (16), the incidence of households containing adult Mäori (14.2%), and 
the targeted response rate (62%):  1,000 * 16 * 0.142 * 0.62 = 1,409. 

While not specifically designed to achieve an average interview cluster size per meshblock for 
the Mäori booster sample, the 1,409 interviews equates to an average expected number of 1.4 
Mäori booster interviews per meshblock. An analysis of Mäori booster sample outcomes is 
outlined briefly below. 

Across all 1,000 meshblocks, 1,297 interviews were conducted for the Mäori booster sample, 
and this means that the average interview cluster size for the Mäori booster sample was 1.30. 
No Mäori booster sample interviews were conducted in 383 of the these meshblocks for four 
reasons:  ineligibility (there were no adult Mäori residents in the households visited in these 
meshblocks), non-response (e.g. refusals) because the sample design meant that there was no 
Mäori booster sample (this applied in the 36 meshblocks where the 2006 Census count of 
dwellings was 9), and due to the two meshblocks in which no interviews were conducted. This 
means that the average interview cluster size for the Mäori booster sample, in the 617 
meshblocks in which Mäori booster sample interviews were conducted, was 2.10. 
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Table A2: Interviews, meshblocks and average interview cluster sizes, by region 
Region 
number 

Region Number of 
interviews 

Number of 
meshblocks 

(PSUs) 

Average 
interview 

cluster size 
01 Northland 243 38 6.4 
02 Auckland 1,788 299+ 6.0 
03 Waikato 601 95 6.3 
04 Bay of Plenty 492 66 7.4 
05 Gisborne 76 10 7.6 
06 Hawke's Bay 276 37 7.4 
07 Taranaki 126 28 4.5 
08 Manawatu-Wanganui 374 57 6.6 
09 Wellington 689 115 6.0 
16 Tasman 53 12+ 4.4 
17 Nelson 61 12 5.1 
18 Marlborough 52 11 4.7 
12 West Coast 48 8 6.0 
13 Canterbury 789 138 5.7 
14 Otago 301 51 5.9 
15 Southland 137 23 6.0 

 Overall 6,106 1,000+ 6.1 
+ The table above includes the two meshblocks where there were no interviews conducted (one in Auckland 

City and one in Tasman District) as explained in Chapter 6.  

A2 Interviews conducted with men 
The 2009 NZCASS percentage of male respondents was 43.3 percent (2,642 men/6,106 total 
interviews). The 2006 NZCASS percentage was 40.6 percent (2,199 men/5,416 interviews; see 
Mayhew & Reilly, 2007). 

NRB's experience of conducting large sample surveys is that the final male percentage is in the 
40 percent to 45 percent range. The male/female ratio amongst adults in the New Zealand 
population is approximately 48 percent men and 52 percent women, so the ‘expected’ figure for 
men (population proportional) is 48 percent, rather than 50 percent. 

The male percentage was monitored on a weekly basis. The lowest male percentage in the 20 
weeks of fieldwork was 42.2 percent and the highest was 44.4 percent. 

An important factor influencing the percentage of male respondents is the effect of interviewing 
one person per household. It is common practice to use this interviewing method. However, 
when just one person per household is interviewed, it does mean that a somewhat 
unrepresentative sample is to be expected with respect to gender, and also other demographic 
variables such as age and ethnicity. 

Selecting one respondent from each household does skew the sample slightly, resulting in a 
sample somewhat at odds with true population proportions. However, given that the respondent 
has been selected at random, the respondent survey weights before post-stratification correct 
for this effect to some extent. Applying these weights gives the proportion of males as 45 
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percent, which is higher than the unweighted 43.3 percent mentioned above, but still lower than 
desired population proportion of 48 percent. 

A3 Enumerated dwellings counts and comparison with census 
counts 

NRB monitored the interviewer count of enumerated dwellings in each meshblock, and how 
these counts compared with Census counts. NRB had entered the enumerated dwellings data 
for all 1,000 meshblocks by the end of July 2009. 

The total count of enumerated dwellings in the 1,000 NZCASS meshblocks was 50,405, and the 
total Census count of dwellings in these meshblocks was 46,314. Therefore, the count of 
enumerated dwellings overall was 8.8 percent higher in these meshblocks than the Census 
count overall. 

There are two factors which might explain this difference:  unoccupied dwellings, and inter-
censal growth. The Census count was of occupied dwellings, and the enumeration count 
included both occupied and unoccupied dwellings. Of the 22,158 dwellings visited, 5.5 percent 
were unoccupied (vacant), and we expected a very similar proportion across all enumerated 
dwellings. The inter-censal growth of dwellings showed an 8.1 percent growth over the 2001 to 
2006 period. This equated to 4.9 percent growth over three years, and this figure can be used 
as an approximation for the growth from the March 2006 Census to the February to July 2009 
NZCASS. 

To ensure comparability with the NZCASS meshblocks (which were chosen only from 
meshblocks that contained nine or more dwellings) this 8.1 percent figure was calculated from 
only those meshblocks which also contained nine or more dwellings, and these dwelling counts 
were 1,345,806 for 2001, and 1,455,093 for 2006 (occupied, private dwelling counts for all 
meshblocks were 1,359,843 in 2001, and 1,471,746 in 2006). 

The 5.5 percent unoccupied dwellings figure combined with the 4.9 percent inter-censal growth 
figure produced a 10.4 percent difference, which is 1.6 percent higher than the 8.8 percent 
difference. While this difference is not large, it may be due to some dwellings being categorised 
as vacant during the interviewing period for a particular meshblock, but which may not have 
been vacant long term. For example, the residents of a dwelling may return from a holiday the 
week after the interviewer finishes working in a meshblock. 

In 906 of the meshblocks (90.6%), the difference between the Census and enumeration counts 
was 10 or fewer dwellings. In 59 of the meshblocks (5.9%), the difference between the Census 
and enumeration counts was between 11 and 20 dwellings. In 35 of the meshblocks (3.5%), the 
difference between the Census and enumeration counts was 21 or more dwellings. 
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A4  Screening sheets for selecting respondents  
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Appendix B:  Fieldwork  

B1  Brochures, letters and thank you cards  
Copies of the brochure, introductory letter and thank you card are provided in this section of the 
appendix. For the 2009 NZCASS, 16,000 English letters and 2,000 Mäori letters were printed, 
as well as 7,000 thank you cards. The number of brochures printed is provided in Table B.1.  

Table B1: Number of brochures printed 
Language Number 

English 12,000 
Mäori 2,000 
Samoan 500 
Tongan 500 
Cook Island Mäori 500 
Chinese (Mandarin) 500 
Korean 500 
Hindi 500 
Total 17,000 
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Appendix C:  Checks and audits  

C1 Checks and analysis of Q44 responses in the CAPI Victim 
Forms 

Question 44 is asked at the beginning of each CAPI Victim Form, and asks: "Can I just confirm 
that this incident happened in New Zealand AND after 1st January 2008?" 

In the 2006 NZCASS, the Q44 response options were 'Yes' or 'No'. The 2009 NZCASS also 
allowed a 'Refused' response. As this 'Refused' option was new in 2009, the distribution of the 
responses to this question was analysed and is discussed below.  

Table C1: Analysis of Q44 responses 
Number of interviews 6,106 

Question Victim Form Response N= % 
Q44 1 1=Yes 2,708 97.2 

  5=No 69 2.5 
  7=Refused 10 0.3 
  TOTAL 2,787 100.0 

Q44 2 1=Yes 1,382 91.5 
  5=No 93 6.1 
  7=Refused 36 2.4 
  TOTAL 1,511 100.0 

Q44 3 1=Yes 761 84.1 
  5=No 85 9.4 
  7=Refused 59 6.5 
   TOTAL 905 100.0 

In total, within the 6,106 interviews, and across all three Victim Forms, there were:  
 2,732 interviews (44.7%) that contained at least one code 1 (Yes) in Q44, 
 198 interviews (3.2%) that contained at least one code 5 (No) in Q44, 
 80 interviews (1.3%) that contained at least one code 7 (Refused) in Q44, and 
 275 interviews (4.5%) that contained a 5 (No) or 7 (Refused) in Q44. 

In general, the table above shows that the percentage of both the 'No' and 'Refused' responses 
increased as more Victim Forms were attempted or completed. 

A more detailed analysis, controlling for the number of incidents/crimes selected, is shown in 
Table C2. Please note that this table shows the number of incidents/crimes selected, not the 
number of Victim Forms completed. Incidents were selected after the CAPI Victim Form 
screening questions, but prior to the CAPI Victim Forms. 
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Table C2: Analysis of Q44 responses, controlling for the number of incidents/crimes 
selected 

Number of interviews 1,276 606 905 6,106 

Number of Incidents/crimes 
selected 

1 2 3 Overall 

Question Victim form Response N= % N= % N= % N= % 

Q44 1 1=Yes 1,237 97.0 595 98.2 876 96.8 2,708 97.2 
  5=No 35 2.7 10 1.7 24 2.6 69 2.5 
  7=Refused 4 0.3 1 0.1 5 0.6 10 0.3 
  TOTAL 1,276 100.0 606 100.0 905 100.0 2,787 100.0 

Q44 2 1=Yes NA NA 560 92.4 822 90.8 1,382 91.5 
  5=No NA NA 40 6.6 53 5.9 93 6.1 
  7=Refused NA NA 6 1.0 30 3.3 36 2.4 
  TOTAL NA NA 606 100.0 905 100.0 1,511 100.0 

Q44 3 1=Yes NA NA NA NA 761 84.1 761 84.1 
  5=No NA NA NA NA 85 9.4 85 9.4 

  7=Refused NA NA NA NA 59 6.5 59 6.5 
  TOTAL NA NA NA NA 905 100.0 905 100.0 

NA = Not applicable; that is, not asked, due to the number of incidents selected. 

Table C2 suggests that respondents learned how to avoid extra work (to some degree), as they 
went through the interview. The alternative explanation is that the more heavily victimised 
respondents were less compliant in general. However, as there is no statistically significant 
difference between those respondents who have had two or three incidents selected, this 
alternative does not seem not to be the case. 

The significant difference was calculated by combining the 'No' and 'Refused' responses in 
Victim Form two, for two and three incident selections. That is, it used the 7.6 percent (6.6% + 
1.0%) and 9.2 percent (5.9% + 3.3%) figures above. This resulted in a significant difference of 
2.9 percent, and the difference between the two percentages is 1.6 percent. [Given the formula 
used, the same significant difference of 2.9% was produced if the 'Yes' percentages of 92.4 and 
90.8 are used]. 

The increase in the percentage of 'No' and 'Refused' responses combined, from the first to the 
second Victim Form, for respondents who have two or three incident selections, was very 
similar. That is, for two incident selections, this increased by 5.8 percent (from 1.8% to 7.6%), 
and for three incident selections, this increased by 6.0 percent (from 3.2% to 9.2%). In other 
words, the increase in the percentage of 'No' and 'Refused' responses combined, from the first 
to the second Victim Form, was very similar for both the most victimised respondents (those 
with three incident selections), and the somewhat less victimised respondents (those with two 
incident selections). 

Further, in Table C2, the non-compliance rate (No + Refused) in the first Victim Form for the 
three groups (1, 2 and 3 crimes selected) was very similar:  3.0 percent for 1 crime, 1.8 percent 
for 2 crimes and 3.2 percent for 3 crimes. Even the least victimised group (those that are only 
going to complete one Victim Form) had a very similar non-compliance percentage (3.0%), 
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when compared to the most heavily victimised group (3.2% for 3 crimes). This suggests that the 
most victimised group are no less compliant than the least victimised group. 

The distribution of the Q44 responses for four sets of interviews completed by different dates is 
shown in the table below. An analysis of the trend over time, with respect to the 'No' and 
'Refused' responses generally shows that these percentages decreased as the fieldwork 
progressed. This was the case for four out of the six response categories. However, in the other 
two response categories of the 'No' responses in the first and second Victim Forms, they did 
increase slightly: from 2.2 percent to 2.5 percent, and from 5.9 percent to 6.1 percent. 

Table C3: Analysis of Q44 responses over time 
Number of interviews 3,103 3,911 5,081 6,106 

Date 21st April 5th May 2nd June 5th July 

Question  Victim form Response N= % N= % N= % N= % 

Q44 1 1=Yes 1,365 97.0 1,714 97.3 2,253 97.5 2,708 97.2 
  5=No 36 2.6 40 2.3 50 2.2 69 2.5 
  7=Refused 6 0.4 7 0.4 7 0.3 10 0.3 

  TOTAL 1,407 100.0 1,761 100.0 2,310 100.0 2,787 100.0 
Q44 2 1=Yes 668 87.6 849 88.5 1,134 90.5 1,382 91.5 

  5=No 52 6.8 65 6.8 74 5.9 93 6.1 
  7=Refused 43 5.6 45 4.7 45 3.6 36 2.4 

  TOTAL 763 100.0 959 100.0 1,253 100.0 1,511 100.0 
Q44 3 1=Yes 374 78.1 464 78.9 615 81.1 761 84.1 

  5=No 48 10.0 60 10.2 73 9.6 85 9.4 
  7=Refused 57 11.9 64 10.9 70 9.3 59 6.5 

  TOTAL 479 100.0 588 100.0 758 100.0 905 100.0 

All of the interviews containing a refused Victim Form (or forms) were investigated to ascertain 
whether or not the refused Victim Form was a 'same' incident, or part of a 'series' of incidents 
with a previous Victim Form. Where the interviewer or respondent confirmed that a refused 
Victim Form was a 'same' or 'series' incident,108

 

 the refusal was changed to 'Yes' (and then the 
same/series questions at the beginning of the Victim Form were completed). This process 
resulted in a decrease in the 'Refused' percentage between 2nd June and 5th July for Victim 
Form 2 and especially for Victim Form 3. Conversely, it contributed to the increase in the 'Yes' 
percentage in the second and third Victim Forms between 2nd June and 5th July (see Table C3). 

                                                 
108 If the interviewer was unable to confirm this, the respondent was contacted for confirmation. 
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Appendix D:  Response rates and interview 
duration  

D1 Analysis of response rates  
As the NZCASS fieldwork progressed, contact outcomes were entered into a database for each 
sampled home, and response rates on completed meshblocks (PSUs) were periodically 
analysed (see Table D1 and D2 below).  

Table D1: Response rate progress over time 
No. Date Number of 

completed 
meshblocks 

Main sample 
response 
rate (%) 

Mäori booster 
sample response 

rate (%) 

Overall sample 
response rate 

(%) 

1 8 April 2009 7 NC* NC* 75 
2 16 April 2009 16 NC* NC* 74 
3 7 May 2009 107 78 72 76 
4 12 May 2009 126 77 71 76 
5 10 June 2009 379 76 71 75 
6 12 June 2009 399 76 72 75 
7 23 June 2009 512 74 70 73 
8 26 June 2009 540 74 69 73 
9 30 July 2009 1,000 71 69 70 

* NC = Not calculated 

Table D2: Distribution or response rates by ranges 
% response 
rate range 

Number of 
meshblocks 

(PSUs) in range* 

% of 
meshblocks in 

range 

Cumulative 
number of 

meshblocks 
(PSUs)* 

Cumulative % of 
meshblocks 

0 to 9 0 0 0 0 
10 to 19 13 1.3 13 1.3 
20 to 29 18 1.8 31 3.1 
30 to 39 38 3.8 69 6.9 
40 to 49 73 7.3 142 14.2 
50 to 59 119 11.9 261 26.1 
60 to 69 159 15.9 420 42.0 
70 to 79 213 21.4 633 63.4 
80 to 89 228 22.9 861 86.3 
90 to 99 37 3.7 898 90.0 
100 100 10.0 998 100.0 
Overall 998 100.0   

* This excludes the two meshblocks in which no interviews were conducted (see Chapter 6.1 for explanation).  
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D2 Completed CAPI Victim Forms  
CAPI Victim Form completions are shown in the three tables below. There are a number of 
ways to measure whether a Victim Form has been completed. Table D3 defines a CAPI Victim 
Form as complete if the last Victim Form question (Q138) has been answered; in other words, 
all questions in the CAPI Victim Form have been answered. 

Table D3: CAPI VF completions using ‘Q138 has been answered' 
Number of CAPI 
Victim Forms 
completed 

Number of 
interviews 

 % Cumulative 
interviews 

Cumulative % 

0 3,456 56.60 3,456 56.60 
1 1,491 24.42 4,947 81.02 
2 729 11.94 5,676 92.96 
3 430 7.04 6,106 100.00 
Total 6,106 100.00   

Using this definition, the number of respondents with at least one CAPI Victim Form completed 
was 2,650 (43.4 %). 

Alternatively a Victim Form can be counted when Q44 = 1 (Yes). That is, the selected incident 
happened in New Zealand AND after 1st January 2008. This definition is used in Table D4.  

Table D4: CAPI VF completions using 'Q44=1 (Yes)' 
Number of CAPI 
Victim Forms 
completed 

Number of 
interviews 

 % Cumulative 
interviews 

Cumulative % 

0 3,374 55.26 3,374 55.26 
1 1,335 21.86 4,709 77.12 
2 675 11.06 5,384 88.18 
3 722 11.82 6,106 100.00 
Total 6,106 100.00   

Using this definition, the number of respondents with at least one CAPI Victim Form completed 
was 2,732 (44.7%). 

D3 Mean interview/questionnaire durations  
This section provides a breakdown of the analysis into the mean duration of the interviews. 
Table D5 below shows mean durations for each section of the questionnaire, and also for the 
main, Mäori booster and overall sample, for each number of CAPI Victim Forms completed. 
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Table D5: Mean durations by the number of CAPI Victim Forms completed and sample 
type  

CAPI VFs 
completed 

Sample Count Mean 
CAPI 

minutes 

Mean SC 
minutes 

Mean 
exit 

minutes 

Mean 
questionnaire 

minutes 

Mean 
interview 
minutes 

0 Main 2,822 19.8 8.5 2.7 31.2 41.2 
0 Mäori booster 634 20.1 9.2 2.8 32.2 42.2 
0 Total 3,456 19.9 8.7 2.8 31.4 41.4 
1 Main 1,157 31.2 8.4 2.7 42.3 52.3 
1 Mäori booster 334 30.9 9.7 2.7 43.3 53.3 
1 Total 1,491 31.1 8.7 2.7 42.5 52.5 
2 Main 538 40.2 8.5 2.7 51.5 61.5 
2 Mäori booster 191 40.2 9.9 2.6 52.8 62.8 
2 Total 729 40.2 8.9 2.7 51.8 61.8 
3 Main 292 50.5 10.3 3.1 63.9 73.9 
3 Mäori booster 138 48.1 10.5 2.9 61.5 71.5 
3 Total 430 49.7 10.3 3.0 63.1 73.1 
Overall  6,106 27.2 8.8 2.7 38.8 48.8 

Table D5 shows that each CAPI form took around 10 minutes to complete: 
 no CAPI VFs completed had a mean CAPI duration of 20 minutes (19.9) 
 one CAPI VF completed had a mean CAPI duration of 31 minutes (31.1) 
 two CAPI VFs completed had a mean CAPI duration of 40 minutes (40.2) and 
 three CAPI VFs completed had a mean CAPI duration of 50 minutes (49.7). 

Note that the mean CAPI minutes figures included all questions in the CAPI section; that is, the 
introductory questions, the Victim Form screening questions, the Victim Form questions and the 
demographic questions. 

Table D6 expands on Tables 6.9 and 6.10 in Chapter 6. It shows mean durations for each 
section of the questionnaire, and also for the main, Mäori booster and overall sample, for each 
number of self-completion (CASI) Victim Forms completed. Here, a CASI Victim Form was 
defined as being completed if the last Victim Form question was answered. The last questions 
were Q224 for CASI VF 1, Q287 for CASI VF 2, and Q370 for CASI VF 3.  

Table D6 shows that each self-complete form took around 6 minutes to complete, although 
there was some variation: 

 no SC VFs completed had a mean SC duration of 8 minutes (7.9) 
 one SC VF completed had a mean SC duration of 15 minutes (14.7) 
 two SC VFs completed had a mean SC duration of 19 minutes (19.3)  
 three SC VFs completed had a mean SC duration of 27 minutes (26.8). 

By ‘combining’ the CAPI and CASI Victim Form completion information, it is possible to produce 
information on the completion of all six possible Victim Forms. The first definition was used to 
define a completed CAPI form (the last Victim Form question (Q138) has been answered), and 
the same CASI definition was used (the last question in the Victim Form has been answered; 
Q224 for SC VF 1, Q287 for SC VF 2, and Q370 for SC VF 3).  
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Table D6: Mean durations by the number of self-completion (CASI) Victim Forms and 
sample type  

SC VFs 
completed 

Sample Count Mean 
CAPI 

minutes 

Mean SC 
minutes 

Mean 
exit 

minutes 

Mean 
questionnaire 

minutes 

Mean 
interview 
minutes 

0 Main 4,355 25.9 7.9 2.8 36.6 46.6 
0 Mäori booster 1,042 27.4 8.0 2.7 38.1 48.1 
0 Total 5,397 26.2 7.9 2.7 36.9 46.9 
1 Main 390 33.5 14.7 2.7 50.9 60.9 
1 Mäori booster 196 32.7 14.7 2.9 50.3 60.3 
1 Total 586 33.3 14.7 2.7 50.7 60.7 
2 Main 62 40.4 20.0 2.4 62.9 72.9 
2 Mäori booster 53 41.7 18.5 3.8 64.1 74.1 
2 Total 115 41.0 19.3 3.0 63.5 73.5 
3 Main 2 50.0 19.0 4.5 73.0 83.0 
3 Mäori booster 6 48.7 29.3 4.0 82.3 92.3 
3 Total 8 49.0 26.8 4.1 80.0 90.0 
Overall  6,106 27.2 8.8 2.7 38.8 48.8 

Note that, for example, three Victim Forms completed in the tables below could mean the 
respondent completed one CAPI and two CASI Victim Forms. However, this (the mix of CAPI 
and CASI Victim Forms) was not the case, given that only 5 percent, 6 percent and 2.5 percent 
of respondents completed, respectively, Victim Forms 1, 2 and 3. 

The number of respondents completing five or six Victim Forms was very small:  only 33 
respondents completed five Victim Forms and just three respondents completed all six Victim 
Forms, so the mean durations associated with these small numbers of respondents are best 
considered as indicative. 

Table D7 shows the number and percentage of respondents that completed each of the six 
Victim Forms, while Table D8 shows the mean interview durations by the number

Table D7: Number and percentage of respondents completing the CAPI and CASI 
Victim Forms 

 of Victim 
Forms completed.  

Victim Form number completed Frequency % 
CAPI VF 1 2,601 42.6 
CAPI VF 2 1,093 17.9 
CAPI VF 3 545 8.9 
SC VF 1 311 5.1 
SC VF 2 377 6.2 
SC VF 3 152 2.5 

Table D8 shows that each Victim Form took around 10 minutes to complete:  if no Victim Forms 
were completed, the mean interview duration was 41 minutes, if one Victim Form was 
completed, the mean interview duration was 51 minutes, and so forth, through to if six Victim 
Forms were completed, the mean interview duration was 100 minutes. 
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Table D8: Mean interview durations by the total number of Victim Forms completed 
Number of (CAPI or SC) 
Victim Forms completed 

Frequency % Mean duration 

0 3,245 53.2+ 40.9 
1 1,490 24.4 50.8 
2 748 12.3 59.1 
3 438 7.2 69.0 
4 149 2.4 77.3 
5 33 0.5 89.5 
6 3 0.0 99.7 
All (0, 1, 2, 3, 4, 5 or 6) 6,106 100.0 48.8 
One or more (1, 2, 3, 4, 5 or 6) 2,861 46.9 57.6 

+ This has been rounded up from 53.14% so that the percentages add to 100.0% 

Table D9 provides further information on mean durations by the number of Victim Forms 
completed for the main, Mäori booster and overall sample. 

Table D9: Mean durations by the total number of Victim Forms completed for each 
sample type  

Total VFs 
completed 

Sample Count Mean 
CAPI 

minutes 

Mean SC 
minutes 

Mean 
exit 

minutes 

Mean 
questionnaire 

minutes 

Mean 
interview 
minutes 

0 Main 2,679 19.9 8.2 2.8 30.9 40.9 
0 Mäori booster 566 20.2 8.3 2.8 31.3 41.3 
0 Total 3,245 19.9 8.2 2.8 30.9 40.9 
1 Main 1,168 29.7 8.6 2.7 40.9 50.9 
1 Mäori booster 322 28.3 9.7 2.6 40.5 50.5 
1 Total 1,490 29.4 8.8 2.6 40.8 50.8 
2 Main 561 38.0 8.6 2.7 49.3 59.3 
2 Mäori booster 187 35.9 9.9 2.6 48.4 58.4 
2 Total 748 37.4 8.9 2.7 49.1 59.1 
3 Main 286 46.7 9.7 3.1 59.5 69.5 
3 Mäori booster 152 45.3 10.1 2.8 58.2 68.2 
3 Total 438 46.2 9.8 3.0 59.0 69.0 
4 Main 95 49.1 15.9 2.7 67.7 77.7 
4 Mäori booster 54 46.6 16.6 3.4 66.5 76.5 
4 Total 149 48.2 16.2 2.9 67.3 77.3 
5 Main 19 60.2 22.7 2.4 85.4 95.4 
5 Mäori booster 14 49.7 18.0 3.9 71.6 81.6 
5 Total 33 55.7 20.7 3.0 79.5 89.5 
6 Main 1 57.0 14.0 6.0 77.0 87.0 
6 Mäori booster 2 51.5 39.0 4.5 96.0 106.0 
6 Total 3 53.3 30.7 5.0 89.7 99.7 
Overall  6,106 27.2 8.8 2.7 38.8 48.8 

D4 Interview numbers achieved by month, ethnicity, and gender  
There are four yield tables which follow. These are reported in two sets of two tables each, 
where the interviewing yield for ethnicity by total response (non-prioritised) is shown first, and 
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then ethnicity by single response (prioritised) second, for each set of tables. For the two 
prioritised ethnicity tables, Mäori responses were prioritised first, then Pacific, then Asian, then 
'European & Other'. 

Table D10: Ethnicity by total response (non-prioritised) 
 Ethnicity  

 Mäori Pacific Asian European and 
Other 

 

Age 
Group 

Female Male Female Male Female Male Female Male Female Male Total 

15–19 224 232 79 79 23 13 16 16 106 124 456 
20–-24 259 194 92 67 15 12 36 23 116 92 453 
25–-34 730 501 260 152 43 21 64 48 363 280 1231 
35–-44 803 601 236 178 31 22 71 48 465 353 1404 
45–-54 722 517 199 125 25 15 42 28 456 349 1239 
55–-64 531 426 115 81 8 5 13 25 395 315 957 
65+ 668 517 100 75 4 6 11 10 553 426 1185 
Refused 4 3  2     4 1 7 
Total 3941 2991 1081 759 149 94 253 198 2458 1940 6932 

 

Table D11: Ethnicity by single response (prioritised) 
 Ethnicity  

 Mäori Pacific Asian European and 
Other 

 

Age 
Group 

Female Male Female Male Female Male Female Male Female Male Total 

15–19 169 188 79 79 16 9 10 16 64 84 357 
20–-24 218 158 92 67 9 9 35 22 82 60 376 
25–-34 581 408 260 152 29 12 58 47 234 197 989 
35–-44 701 532 236 178 25 19 65 47 375 288 1233 
45–-54 661 468 199 125 22 11 41 27 399 305 1129 
55–-64 496 393 115 81 8 5 12 24 361 283 889 
65+ 633 491 100 75 4 6 10 9 519 401 1124 
Refused 5 4  2     5 2 9 
Total 3464 2642 1081 759 113 71 231 192 2039 1620 6106 

 



T HE  NE W ZE AL AND C R IME  AND S AF E T Y  S UR V E Y  2009:   T E C HNIC AL  R E P OR T  
Appendix D:  Response rates and interview duration 

Page 113 

Table D12: Gender by total response (non-prioritised) 
 Ethnicity  

 Mäori Pacific Asian European and 
Other 

 

Sample Female Male Female Male Female Male Female Male Female Male Total 

Main 2862 2252 312 231 124 76 239 196 2187 1749 5114 

Mäori 
booster 

1079 739 769 528 25 18 14 2 271 191 1818 

Overall 3941 2991 1081 759 149 94 253 198 2458 1940 6932 

Table D13: Gender by single response (prioritised) 
 Ethnicity  

 Mäori Pacific Asian European and 
Other 

 

Sample Female Male Female Male Female Male Female Male Female Male Total 

Main 2695 2114 312 231 113 71 231 192 2039 1620 4809 
Mäori 
booster 

769 528 769 528       1297 

Overall 3464 2642 1081 759 113 71 231 192 2039 1620 6106 

 

Table D14: Interviews completed by month 
Month Number of days Number of interviews % 

17–28 February 2009 12 147 2.4 
1–31 March 2009 31 2,000 32.8 
1–30 April 2009 30 1,616 26.5 
1–31 May 2009 31 1,412 23.1 
1–30 June 2009 30 918 15.0 
1–5 July 2009 5 13 0.2 
Total 139 6,106 100.0 
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Appendix E:  Survey weights  

E1 Non-response predictor variables 
This section provides more detailed information about the predictor variables used in the non-
response model, namely the deprivation index and transformed crime rate. The deprivation 
index NZDep2006 is described fully by Salmond and Crampton (2007). It is defined at 
meshblock level, so everyone in the same meshblock is given the same deprivation score, and 
it is a right-skewed continuous variable with a mean close to 1000 and a standard deviation of 
roughly 90. Below is a histogram of its distribution over the 1000 meshblocks selected for the 
2009 NZCASS, where it ranges from 853 to 1466. 

Figure E1: Values of the deprivation index NZDep2006 for the meshblocks (PSUs) 
selected for NZCASS 
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The transformed crime rate is intended as a broad indicator of the level of crime recorded in 
each police station area. The crime rate was derived by dividing the number of offences 
recorded by police at that station109

Figure E2: The transformed crime rate 

 by the population resident in that area. Due to some 
stations having unusual catchment areas, such as those at airports or in central business 
districts, crime rates had a strong right skew, even after taking logarithms. The logarithm of the 
crime rate was truncated, replacing any values above -1.5 with -1.5 and any values below -4 
with -4. A histogram of this transformed crime rate across police station areas follows below. 

 

                                                 
109 For operational reasons, offences reported at the Moturoa and Stoke police stations are recorded as having 

been reported at larger nearby stations. The population figures for the relevant areas were also combined 
before calculating the crime rate. 
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E2 Post-stratification and raking 
This section describes the weighting techniques called post-stratification and raking, and 
illustrates them using simple examples. Both these techniques produce weights that align the 
survey data with benchmark figures. (These benchmarks are usually derived from larger 
surveys, Census figures or other reliable sources.) They are often used to help adjust for unit 
non-response. 

Post-stratification involves splitting the respondents into groups (called post-strata or weighting 
classes). The simplest form of post-stratification assigns each respondent a weight calculated 
as the benchmark figure for their group divided by the number of respondents in that group. 

For example, suppose we have a survey with 700 respondents that we want to post-stratify 
based on three age groups, and that the respondent numbers and population benchmarks for 
these groups are as follows: 

 
Age 

Number of 
respondents 

   
Age 

Population 
benchmarks 

Under 35 200   Under 35 2400 
35–64 300   35-64 4800 

65 or more 200   65 or more 3000 
  

Then the weights for each respondent depend solely on their age group: 

 
Age 

Respondent 
weights 

Under 35 2400
200 12=  

35-64 4800
300 16=  

65 or more 3000
200 15=  

  
When these weights are used in analyses of the survey data, the results will reflect the 
population proportions of the different age groups. In particular, the sum of the respondent 
weights in each age group will agree with the population benchmarks. 

However, the above example assumes that the respondents have no initial weights that must 
be taken into account (ie, that a simple random sample or some other self-weighting design was 
used). Often the weighting process must instead take an initial set of weights into account. 

Post-stratification handles initial weights by making two modifications to the above procedure. 
Instead of simply counting the number of respondents in each weighting class, their initial 
weights are totalled. Then the ratio of the relevant benchmark to this total is calculated, and 
each respondent’s initial weight is multiplied by this ratio to produce the weight to be used in 
later analyses. The ratio calculated is called the post-stratification adjustment factor for that 
weighting class.  

Suppose that initial weights were needed in the survey from the example above. The data (for 
the first few respondents) might look like this: 
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Respondent 
ID Number 

 
Age 

Initial 
weight 

1 35-64 2 
2 Under 35 1 
3 65 or more 2 
4 65 or more 1 
5 35-64 3 
   

  
Suppose that adding up the initial weights within each age group gives the following totals: 

 
Age 

Total of 
initial weights 

Under 35 300 
35-64 600 

65 or more 500 
  

Then the adjustment factors are calculated by dividing the population benchmarks by the above 
totals, as follows: 

 
Age 

Adjustment 
Factors 

Under 35 2400
300 8=  

35-64 4800
600 8=  

65 or more 3000
500 6=  

  
Finally the weights are produced by multiplying each respondent’s pre-weight by the adjustment 
factor for their age group. 

Respondent 
ID Number 

 
Age 

 
Pre-weight 

Adjustment 
Factor 

 
Weight 

1 35-64 2 8 16 
2 Under 35 1 8 8 
3 65 or more 2 6 12 
4 65 or more 1 6 6 
5 35-64 3 8 24 
     

  
A good overview of post-stratification is given by Lohr (1999). A more theoretical treatment is 
provided by Särndal, Swensson and Wretman (1991), who cast the method as a special case of 
the regression estimator under a group means model. 

Post-stratified survey results are asymptotically unbiased under the assumption that the data 
missing due to non-response is missing at random (MAR). The MAR assumption means that 
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the weighting classes explain all the systematic differences between respondents and non-
respondents. While post-stratification is useful for combating non-response bias, it can also be 
justified simply because it improves the reliability of the survey results. 

Post-stratification can also be used when benchmarks are available for all combinations of two 
or more variables. The weighting classes are simply taken to be all combinations of the 
variables (or all cells in the multi-way cross-tabulation of all the variables), and the methods 
described above are applied without further modification. 

However, extending post-stratification in this way rapidly becomes unwieldy if more than a very 
few weighting variables are involved. The number of weighting classes required increases 
exponentially as the number of variables increases. This means that even with only a few 
variables, there may be insufficient numbers of people in each class to provide reliable results. 
(Cells containing no people can also often occur; these would lead to division by zero.) These 
problems can be staved off slightly by combining similar cells, but this does not work for long. 
The benchmarks may also be less reliable at a more detailed level, or perhaps may not even be 
available. 

Raking provides a solution to these problems. The raking algorithm follows an iterative process 
of controlling for each benchmark in turn, until all benchmarks are satisfied (at least to within 
close tolerances). For example, say we want to control for two variables. First we apply post-
stratification based on the first variable, taking into account any initial weight required. The 
resulting weights are then used as pre-weights, and we apply post-stratification based on the 
second variable. While this will produce weights that align the survey data with the benchmarks 
for the second variable, these weights will usually not align the data with the benchmarks for the 
first variable. However the alignment will usually be better than it was for the initial pre-weights. 
We then post-stratify by the first variable again, followed by the second variable, and so on until 
convergence is attained, ie, until the alignment is close enough for all practical purposes. 

Raking has been in use since the 1940s (Deming and Stephan, 1940), and is also known as 
raking ratio estimation or rim weighting. It is closely related to the iterative proportional fitting 
algorithm for modelling discrete data. Related weighting methods such as linear weighting, 
generalised raking and calibration have been developed more recently. Although the raking 
ratio algorithm is not guaranteed to converge, it will converge in many practical situations if 
used with care. The method assumes that a model including each variable, but no interactions 
between the variables, explains the missing data mechanism. 

A simple example illustrating how the algorithm works follows. Suppose we now want to control 
for the age and sex, and that totalling the initial weights gives the following table: 

 Male Female Total 
Under 35 120 180 300 

35-64 300 200 500 
65 or more 200 400 600 

Total 620 780 1400 
  

We also have the following marginal population benchmarks (but need not have benchmarks for 
the cells within the table): 
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 Male Female Total 
Under 35   2400 

35-64   3000 
65 or more   4800 

Total 5100 5100 10200 
  

Then the first step is to control for age, as before: 

 
Age 

Adjustment 
Factors 

Under 35 2400
300 8=  

35-64 4800
600 8=  

65 or more 3000
500 6=  

  
Multiplying the initial weights by these adjustment factors gives a new set of weights. When 
these are totalled, this gives the following updated table: 

 Male Female Total 
Under 35 960 1440 2400 

35-64 1800 1200 3000 
65 or more 1600 3200 4800 

Total 4360 5840 10200 
  

The age controls are satisfied, but not the sex benchmarks. The next step is to control for sex. 
The adjustment factors are 5100/4360 and 5100/5840: 

 
Sex 

Adjustment 
Factors 

Male 1.169725 
Female 0.873288 

  
Updating the weights, and the table of their totals, gives: 

 Male Female Total 
Under 35 1122.936 1257.534 2380.47 

35-64 2105.505 1047.945 3153.45 
65 or more 1871.560 2794.521 4666.08 

Total 5100 5100 10200 
  

Now the sex controls are satisfied, but not the age benchmarks (although the ‘under 35’ group 
is quite close). So age must be controlled for again: 
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Age 

Adjustment 
Factors 

Under 35 1.008204 
35-64 0.951339 

65 or more 1.028701 
  

This once again brings age into line, but disturbs the sex balance. However the sex balance is 
closer to the benchmarks than it was last time age was controlled. 

 Male Female Total 
Under 35 1132.149 1267.851 2400 

35-64 2003.049 996.951 3000 
65 or more 1925.275 2874.725 4800 

Total 5060.473 5139.527 10200 
  

Controlling for sex again yields: 

 Male Female Total 
Under 35 1140.992 1258.100 2399.092 

35-64 2018.695 989.284 3007.979 
65 or more 1940.313 2852.616 4792.929 

Total 5100 5100 10200 
  

Although the age totals are not perfect, they are already getting close to their benchmarks. This 
is after only two repetitions of controlling for age, then sex. After five iterations the process is 
practically complete. Here is the resulting table: 

 Male Female Total 
Under 35 1141.934 1258.066 2400.000 

35-64 2013.905 986.096 3000.001 
65 or more 1944.161 2855.838 4799.999 

Total 5100 5100 10200 
  

Final adjustment factors can be derived from this table by dividing the values by those in the 
original table of initial weight totals. 

Although raking is a powerful technique for aligning survey data with several benchmarks, one 
drawback of this method is that it can produce a heavily right skewed weight distribution, due to 
the multiplicative nature of the adjustments made. A small fraction of relatively large weights 
can considerably reduce the reliability of the survey results. For this reason, methods have 
been developed to ensure that the weights are not too extreme by keeping them within certain 
bounds (for example by Deville and Särndal 1992). These have not been used in the 2009 
NZCASS, and are beyond the scope of this appendix. 
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E3 Sample and population profiles 
The following table compares the 2009 NZCASS sample profile, unweighted and after each 
stage of the weighting process, with the corresponding population proportions across weighting 
control variables. 

Table E1: Sample and population profiles for variables used in post-stratification and 
raking  

  Unweighted 
sample 

Probability 
weights only 

After non-
response 

adjustment 

Final weights 
(after post-

stratification 
or raking) 

Population     
(2009 

estimates) 

Urbanisation           
 Auckland 27.0%  28.6%  28.6%  26.8%  26.8%  
 Other metropolitan cities 21.7%  22.8%  22.6%  21.9%  21.9%  
 Other main urban areas 22.0%  19.9%  20.2%  20.4%  20.4%  
 Secondary urban areas 15.8%  15.1%  15.2%  15.0%  15.0%  
 Rural/minor urban areas 13.6%  13.7%  13.4%  15.9%  15.9%  
            
Age by gender           
 Males 15–24 5.7%  7.4%  7.4%  9.4%  9.4%  
 Males 25–39 11.3%  10.9%  11.0%  12.1%  12.1%  
 Males 40–59 15.4%  16.2%  16.0%  16.6%  16.6%  
 Males 60–69 5.8%  5.6%  5.6%  5.6%  5.6%  
 Males 70+ 5.1%  4.9%  4.9%  4.9%  4.9%  
 Females 15–24 6.4%  7.7%  7.8%  9.0%  9.0%  
 Females 25–39 15.4%  13.4%  13.5%  12.9%  12.9%  
 Females 40–59 20.3%  21.5%  21.5%  17.5%  17.5%  
 Females 60–69 7.2%  6.5%  6.4%  5.8%  5.8%  
 Females 70+ 7.5%  5.9%  5.9%  6.3%  6.3%  
            
Mäori by age by gender           
 Mäori Males 15–39 6.4%  2.4%  2.5%  3.5%  3.5%  
 Mäori Males 40–59 4.2%  1.4%  1.4%  1.8%  1.8%  
 Mäori Males 60+ 1.8%  0.5%  0.5%  0.6%  0.6%  
 Mäori Females 15–39 9.1%  3.1%  3.2%  3.8%  3.8%  
 Mäori Females 40–59 6.1%  2.1%  2.2%  2.0%  2.0%  
 Mäori Females 60+ 2.5%  0.7%  0.7%  0.7%  0.7%  
 Non-Mäori 69.9%  89.7%  89.4%  87.5%  81.2%  
            
Pacific           
 Pacific 4.0%  5.8%  6.2%  6.1%  6.1%  
 Non-Pacific 96.0%  94.2%  93.8%  93.9%  93.9%  
            
Asian           
 Asian 7.4%  11.9%  11.9%  10.7%  10.7%  
  Non-Asian 92.6%   88.1%   88.1%   89.3%   89.3%   

As expected, the weighted sample profiles for these variables match the population figures 
precisely.  
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E4 R code for calculating incident selection probabilities 
The following R code was used to calculate the selection probabilities for high, medium and low 
priority incidents. 

# Numbers of high, medium and low priority incidents 
no98 <- function(x) {x[x==98] <- NA; x}  # 98 means Don't Know 
cass09b$nH <- with(cass09b, rowSums(no98(cbind(Q28, Q40, Q36, Q37, Q38)), 
na.rm=TRUE)) 
cass09b$nM <- with(cass09b, rowSums(no98(cbind(Q31, Q35, Q35_416, Q41, 
Q39)), na.rm=TRUE)) 
cass09b$nL <- with(cass09b, rowSums(no98(cbind(Q29, Q30, Q32, Q34, Q43)), 
na.rm=TRUE)) 
# 97 means "97 or more" - incidents past 97 are thus excluded from the 
sampling frame 
 
# Function to calculate probabilities of selecting a low, medium, or high 
priority incident for the next victim form, given specified numbers in 
each category 
wtsel3 <- function(xL,xM,xH) {c(xL,2*xM,3*xH)/sum(xL,2*xM,3*xH)} 
 
# Function to calculate the probabilities of selecting a particular low, 
medium, or high priority incident of any of the three victim forms, given 
the number of incidents in each category 
pIncidSel <- function(o3=c(2,2,2)) { 
  # Extract component of argument 
  oH <- o3[3] 
  oM <- o3[2] 
  oL <- o3[1] 
  # Calculate probabilities for first incident selected 
  p1 <- wtsel3(oL,oM,oH) 
  # Calculate joint probabilities for first two incidents selected 
  p2 <- matrix(c(p1[1]*wtsel3(max(0,oL-1),oM,oH),  
                 p1[2]*wtsel3(oL,max(0,oM-1),oH),  
                 p1[3]*wtsel3(oL,oM,max(0,oH-1))),  
               nrow=3, ncol=3, byrow=FALSE) 
  # Calculate joint probabilities for all three incidents selected 
  p3 <- array(dim=c(3,3,3)) 
  p3[1,1,] <- p2[1,1]*wtsel3(max(0,oL-2),oM,oH) 
  p3[1,2,] <- p2[1,2]*wtsel3(max(0,oL-1),max(0,oM-1),oH) 
  p3[1,3,] <- p2[1,3]*wtsel3(max(0,oL-1),oM,max(0,oH-1)) 
  p3[2,1,] <- p2[2,1]*wtsel3(max(0,oL-1),max(0,oM-1),oH) 
  p3[2,2,] <- p2[2,2]*wtsel3(oL,max(0,oM-2),oH) 
  p3[2,3,] <- p2[2,3]*wtsel3(oL,max(0,oM-1),max(0,oH-1)) 
  p3[3,1,] <- p2[3,1]*wtsel3(max(0,oL-1),oM,max(0,oH-1)) 
  p3[3,2,] <- p2[3,2]*wtsel3(oL,max(0,oM-1),max(0,oH-1)) 
  p3[3,3,] <- p2[3,3]*wtsel3(oL,oM,max(0,oH-2)) 
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  # Calculate marginal probabilities 
  ind1 <- array(rep(1:3,9),dim=c(3,3,3)) 
  ind2 <- array(rep(sort(rep(1:3,3)),3),dim=c(3,3,3)) 
  ind3 <- array(sort(rep(1:3,9)),dim=c(3,3,3)) 
  sL <- (ind1==1) + (ind2==1) + (ind3==1) 
  sM <- (ind1==2) + (ind2==2) + (ind3==2) 
  sH <- (ind1==3) + (ind2==3) + (ind3==3) 
  if (oL > 0) {pL <- sum(p3*sL/oL)} else {pL <- 0} 
  if (oM > 0) {pM <- sum(p3*sM/oM)} else {pM <- 0} 
  if (oH > 0) {pH <- sum(p3*sH/oH)} else {pH <- 0} 
  return(c(pL=pL, pM=pM, pH=pH)) 
} 
 
tmp <- t(apply(cass09b[,c("nL","nM","nH")], 1, function(x3) {if 
(sum(x3)<4) {return(rep(1,3))} else {pIncidSel(x3)}})) 
 
cass09b$pL <- tmp[,1] 
cass09b$pM <- tmp[,2] 
cass09b$pH <- tmp[,3] 

Figure E3: Histograms of initial household weights, untransformed 

 



T HE  NE W ZE AL AND C R IME  AND S AF E T Y  S UR V E Y  2009:   T E C HNIC AL  R E P OR T  
Appendix E:  Survey weights 

Page 125 

Figure E4: Histograms of the final untransformed household, person and incident 
weights 
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Appendix F:  Imputation  

F1  Bias, variance and the heavy victimisation cut-off 
Chapter 9 describes the cut-off applied to heavily victimised respondents. This section provides 
some background information about how the cut-off value of 30 offences was chosen in 2006. 
Applying this cut-off alters the statistical properties of the survey’s estimates of incidence rates. 
In particular, it is expected to reduce their variance while increasing their bias. The following 
table presents naive estimates of the effect various cut-off values might have on the bias and 
variance of the average number of offences experienced, based on data from the main 
questionnaire in 2006.  

Table F1: Estimates of bias and variance reductions for various cut-off values 
Cut-off value Estimate of bias squared (x104) Reduction in variance (x104) 

60 0.0 0.3 
50 0.9 2.3 
40 6.8 5.6 
30 18.4 8.1 
20 74.4 12.5 

While the patterns in this table are illuminating, not much reliance can be placed on these 
specific figures. They are based on simple formulae that assume that (a) applying no cut-off 
would provide unbiased figures, and (b) a simple random sample was used. Neither assumption 
is valid. They also include data for all types of crimes and the full sample. Having said that, 
these figures suggest that a cut-off of around 50 might be best. If, instead of assumption (b), a 
design effect of 2.0 was assumed, the optimal cut-off would shift to around 40. 

For subsamples and less comprehensive offence groupings, the bias was generally expected to 
be affected less than the variance. Together with a desire for consistency, this supported the 
choice of 30 for the cut-off value in the 2006 NZCASS. While the same cut-off value was used 
in the 2009 NZCASS to maintain comparability, it may be worth investing in further analyses 
before deciding on a cut-off value for future surveys. 
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Appendix G:  Screenshots 
This selection of laptop screenshots aims to demonstrate the “look and feel” of the 
questionnaire. 

Interviewer administration section 
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Screenshots of the interviewer administered (CAPI) section – Main questionnaire  
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Screenshots of the CAPI section – Victim for screener questions  
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Screenshots of the CAPI section – Victim Form questions 

 

 



T HE  NE W ZE AL AND C R IME  AND S AF E T Y  S UR V E Y  2009:   T E C HNIC AL  R E P OR T  
Appendix G: Screenshots 

 

Page 134 

Screenshots of the CAPI section – demographic questions  
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Screenshots from self-completion (CASI) section 

 

 



T HE  NE W ZE AL AND C R IME  AND S AF E T Y  S UR V E Y  2009:   T E C HNIC AL  R E P OR T  
Appendix G: Screenshots 

 

Page 136 

 

 
 



T HE  NE W ZE AL AND C R IME  AND S AF E T Y  S UR V E Y  2009:   T E C HNIC AL  R E P OR T  
Appendix G:  Screenshots 

Page 137 

 

 
Screenshots of the CASI section – Victim Form questions  
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